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ABSTRACT
Delay and Energy Efficient TDMA Based MAC Protocols in
Wireless Sensor Networks

Efficient energy consumption in wireless sensors is oneeofrthjor constraints in Wireless
Sensor Networks (WSNs). Multiple contentions based andecdian free Medium Ac-
cess Control (MAC) protocols are designed to make them endfigieat. Sensor nodes
are generally deployed in large number where contentioe®AC protocols do not
perform well due to increased chances of collision. In swemario, contention free MAC
protocols are preferred over contention based MAC proscBlerformance in terms of
energy, delay and throughput are not adequate in most of thd #¢@lications. In this
work, we introduced couple of bit map assisted TDMA based M@@tocols for hierarchi-
cal wireless networks named BS— MAC andBE ST— MAC. In addition to this, we have
sugggested some modification in IEEE 802.15.4 standardwémbances its performance

without compromising on existing parametrs.

Both BS-MAC and BEST-MAC are designed for adaptive traffic flovd dne main
contributaion of both of these protocols is that: (a) it usemll size time slots. (b) the
number of those time slots is more than the number of memba@esio(c) Short node
address (1 Byte) to identify members nodes. These conwisitielp to handle adaptive
traffic loads of all network members in an efficient manner.BB-MAC, Shortest Job
First algorithm is applied to minimize network delay and tdhance the link utilization.
However in BEST-MAC, Knapsack algorithm is used to schedute tlots in an efficient
manner minimize the network’s delay and better link utliat In addition to this, scal-
ability is included to adjust new nodes in the mid of a TDMA mou Simulation results
show that both BS-MAC and BEST-MAC perform better as of theigmg TDMA based
MAC protocols.

An efficient superframe structure for IEEE 802.15.4 Mediuotéss Control (MAC)
layer is also proposed in this work. In this superframe stma; Contention Free Period
(CFP) precedes the Contention Access Period (CAP) and moreanwhblots are used
in the same CFP period as of original 802.15.4 standard. Emelatd operates in three
different frequency bands as 868MHz, 915MHz and 2400MhzCPR precedes the CAP,
the communication delay for the CFP traffic is exceptionadiguced. The Beacon frame

is fine-tuned to achieve the above said superframe struahdenakes it backward com-



patible with the original standard. Due to large number o&kiots in CFP, more small
amount of data requesting nodes can be assigned CFP spaoaiimunication. The an-
alytical results show that our proposed superframe stredtas nearly 50% less delay,
accommodate almost double the number of nodes in CFP and tias I utilization

compared to the original 802.15.4 standard during all tinesgpuency bands.
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Chapter 1

Introduction

1.1 Wireless Sensor Networks

Wireless Sensor Networks (WSNSs) are used in wide varietypli@ations such as temper-
ature, humidity, acoustic detection, seismic detectiah@servation of such areas where
human approach is almost impossible. Military organizastiare also very much inter-
ested in huge deployment of wireless networks for survaskeand many tactical military
applications [1]. WSNs are also used to monitor the pets mewsnand for inventory
tracking. In Wireless Body Area Sensor Networks (WBASN) nmldtiwireless sensors

are applied to observe the patient’s vital signs for emergéeatments.

1.2 Wireless Node Architecture

A wireless sensor network consists of a number of wireless@s and one or more base
stations. Each sensor node is required to transmit its datadically or immediately on
receiving a priority based response directly or indiretthyits base station. A wireless

sensor node comprise of following subsystems.

1. Sensing subsystem
2. Processor subsystem
3. Communication subsystem

4. Power subsystem



1.2.1. Sensing Subsystem:

Sensing Subsystem

Sensors / Actuators

\ 4

Processor Subsystem

PN Microcontroller

Memory

Power Subsystem

A

Communication
Subsystem

Figure 1.1: Node overview

1.2.1 Sensing Subsystem:

It consists of sensors and actuators which provide acttetfate with the physical en-
vironment. This subsystem is responsible to observe thenpeters of the environment.
Mostly the sensed information is in analog form and processty requires digital infor-
mation for processing. That’s why the information is cotediin to digital form by using
Analog to digital converter (ADC). Sensors are designed deoto fulfill the demands of
different applications. Sensors are mainly classified iffférent fields.

1. Environmental

2. Biometric

3. Optical

4. Physical

5. Gas



1.2.1. Sensing Subsystem:

1.2.1.1 Environmental Sensors

Environmental sensors consists of temperature, humisiity,moisture, wind, pressure,
leaf, Redox and Ph sensors. One of its highly demand aplicai agriculture field,
where these are precisely used to monitor the environmeatalitions such as tempera-

ture, Humidity along with speed and direction of the wind.

1.2.1.2 Biometric Sensors

Biometric sensors comprise of Electrocardiogram (ECG),&R @ximetry, Fall and sweat
sensors. These are used to continuously monitor the patoemiditions in order to prevent
a possible attack by monitoring his heart pulse rate, Edeandiogram (ECG), sweat and
fall of the patient. A real time and redundant response dhalte sensors is communicated

to the medical clinic/hospital for necessary response.

1.2.1.3 Optical Sensors

Optical sensors such as Sunlight, Ultraviolet, Radiaticth @vlor are used in agricultural
application to observe and measure the energy absorbedenptahts. Most commonly
used optical sensors are Infrared sensors and are mairdyiausetect the presence of the

human and pets body.

1.2.1.4 Physical Sensors

Physical sensors such as accelerometer, vibration, oliras water, sound, bend, flex,
strain, stress are used to detect any kind of motion of theablaind to interact an object

with the world to monitor its state.

1.2.1.5 Gas Sensors

Gas sensors are basically used to detect the organic (egrbod toxic gases. Organic
gases sensors such(&0,) andCO are most required sensors and used for respiration in
humans and burning forest respectively. Toxic gases suhHgendSH, can be found in

animal farms wheregdNO,) gas sensors are used to measure the air pollution by vehicles



1.2.2. Processor subsystem:

1.2.2 Processor subsystem:

The processor subsystem interacts with all the other stdragsof a sensor node and some
supplementary peripheral interfaces. Main purpose ofthiisystem is process/execute in-
structions relating to sensing, communication, and sej&oization. It comprises of pro-
cessing and memory units along with internal clock. Mainpase of processing unit is to
process all the related data. It comprises of a processpirtthie form of micro-controller,
microprocessor, field programmable gate arrays (FPGAs)apptication-specific inte-
grated circuit (ASIC). Memory unit consists of a nonvolatitemory (internal flash mem-
ory) and active memory. Nonvolatile memory is to store thegpam instructions and

active memory is used for temporary storage of the sensedbaéébre processing.

1.2.3 Communication Subsystem:

Purpose of communication subsystem is to exchange infmbagetween different sub-
systems within a sensor node along with exchanging infaomatith other nodes in a
network. Within a node, fast and energy efficient data temisfrequired. Serial and par-
allel buses are used to carry data between different sidygstParallel communication
is faster than serial communication but it requires morespehich increases the size of
sensor node. That’s why serial communication is prefemstead of parallel communica-
tion. However, in order to attain the same throughput as i&ljgh buses, it requires a high
clock speed. Some serial buses such?@scan not scale well with the high processor’s
speed. Serial peripheral interface (SPI) buses are ushdhigt data rate for short distance

communication and are preferred oV&E, where high data rate is required.

Wireless sensors use unguided transmission medium whileaeging information
with other nodes of the network. In some specific cases, meduwptical, ultrasound
and magnetic induction. However, most of the WSN applicatimtiiow radio frequency
(RF)-based communication as it does not require line of sagldt also covers a longer

distance with high data rate and acceptable error rates.



1.2.4. Power Subsystem:

1.2.4 Power Subsystem:

Power subsystem is a crucial part of a wireless sensor nodtepasvides power to a
sensor node. It basically consists of two parts. One is tegtee power and second is
to refill the consumed energy by scavenging it from some patesources. Power saving
is conventionally done by using batteries of different gasi A lot of research is taking
place in energy scavenging techniques such as obtainingyefitem the environment in

the form of solar energy.

Energy ConsumptiorEnergy is one of the major constraints of a wireless sensie.no
As wireless nodes are mainly deployed in remote areas and@uiged to observe the data
for longer life cycle. Earlier depletion of node disruptge thodes communication and re-
qguired information is not reached up to the gateway or sinke2nt pattern and protocols
are designed in order to minimize node’s energy consumpfiamreless sensor node con-
sumes energy in different states. Transmitting and reagigause maximum amount of
energy consumption. If during transmitting or receivingagbacket collision occurs then
a node has to resend its data which causes un-necessary.ebéfgrent protocols are
designed to avoid such collisions. A significant amount @&rgy is consumed during over
hearing state where node receives information which igriEsfor some other nodes. It
is avoided by using control messages such as request tosemtear to send (RTS/CTS).
Some amount of energy is also wasted during idle listeningen which node keep
its radios ON but neither receiving nor transmitting anykedc Node can conserve this
energy by keeping itself in sleep mode i.e by turning off imsceiver, when there is no

data to send or receive.

1.3 Applications of Wireless Sensor Networks

WSNs have attracted many useful and diverse applicationgofFgnem are Ground traffic
management, health care, environmental monitoring, gi@tagriculture, Ground traffic
management, supply chain management, active volcano onimigji transportation, human

activity monitoring and underground mining.



1.3.1. Ground traffic Control

1.3.1 Ground traffic Control

Smooth and un-interruptible ground traffic control is venportant as it is closely attached
with our routine life matters. Road congestion along witlerniption in traffic flow in

addition to socio-economic disturbance may cause sevesefdhuman lives.

Constructing new roads is not always possible as in some ,csis@se around roads
are not available. Traffic management [2] [3] with the helpvireless sensor networks is
used to avoid traffic congestion and traffic flow. Differerpeg of wireless sensors such
as inductive loop, pneumatic road tubes, piezoelectritesalnagnetometers, sonar and
video cameras are installed to monitor the traffic denséigeity of vehicles and to detect
congestion. In response to these information, driverstdioemed about the alternate route

and emergency exit.

1.3.2 Health Care

Multiple health care applications [4] are developed to rnmrthe different diseases of pa-
tients such as Heart diseases, Epilepsy, Parkinson’ssdiseand Heart attack. In wireless
body area networks (WBAN) [5] [6], different types of sensare attached with human
body to monitor its conditions such as pulse rate, ECG, EMG; Hiody temperature,
body posture, sweat etc. Health care applications ardhattwith the emergency response
units to save a patient’s life. The observed informationlse &elpful for the concerned

physician for timely medication to the patient.

1.3.3 Precision Agriculture

Precision agriculture [7] [8] is another highly demandeglaation for WSNs. Conven-
tionally, farmers apply water resources, pesticides artdifers to the whole agricultural
farms uniformly by considering it as a homogeneous fieldeéality, conditions throughout
the farm are quite diverse in terms of soil condition and pthérient contents. Diversity
increases with the increase in farm area. Therefore, hampthie whole farms uniformly

does not produce efficient results.

Multi functional wireless devices are used for better cragmagement [9]. Wireless

devices such as GPS, radar, aerial images, etc., micro ongtite agricultural fields and

6



1.3.4. Military Application

apply the farming resources accordingly in an efficient neann

1.3.4 Military Application

WSNs are widely used in many military applications such asesliance and tracking
of enemies movements [10]. One of the most common applitaiio war field is to get
an effective situational awareness in the battlefields. W&Msalso helpful in detecting
snipers by using acoustic sensors [11]. Recent researclderwater WSNs applications

[12] are also helpful in naval forces to determine the objecter deep sea.

1.3.5 Structure Health Monitoring (SHM)

SHM is another important application of WSNs [13] [14]. Buildi structures such as
bridges, towers, heritage buildings [15] are real time rayed by using state of the art
wireless sensors to save huge amount of money. Hong Kongeeblyic University [16]

designed and deployed WSNs to monitor bridge structure. rEdisces the maintenance

cost a lot.

1.3.6 Volcano Monitoring

Most of the volcanoes occur due to the collision of the lifituere plates (Slabs of Earth’s
outer most shell). Presently monitoring of active volcanisenly possible through expen-
sive and large devices which are deployed through vehiclé$alicopters. data gathering
from these devices is one of the major concern and compabtdkasls are used to store

data and whole data is retrieved periodically.

A large number of small, cheap and self-organizing wiresessor nodes are deployed
in that area to monitor the vast area of volcanoes field torebss/ents such as eruption,
earthquakes and tremor activities. These events are ubagpen in a short time intervals.
Multiple researches are taking place in order to evaluaéitfferent activities in volcanoes

by deploying wireless sensor networks [17] [18].



1.3.7. Pipeline Monitoring

1.3.7 Pipeline Monitoring

Monitoring the flow of gas, oil and water in a pipeline is aretlapplication of WSNs.
Due to long length, high risk and difficult access, it is quaitiicult and challenging task to
monitor the flow in a pipeline. Corrosion, earthquakes, ladohgy and material flaws may
cause leakage in a pipeline. Determination of these leakasgsome time very difficult
and time taking task. In [19], Almazyad et al. proposed a W3Ngetermine the water
leakage in a long water pipe line. Yu et al. [20] provided agodathm to monitor the

underground gas and oil pipe lines.

1.3.8 Under ground mines Monitoring

Another application of WSNs is underground mining. Miningeslly a highly risk job.
WSNs can be deployed to monitor individuals under normal aoatal situations. They
may be used to identify the collapse holes, concentratiagaeés such as methane, oxy-
gen,CO, and to monitor the seismic shifts to determine the earthgu@laingade et al.
designed a prototype for monitoring of mines environmenith ¥he help of WSNs and
MSP430 micro controller [21]. In [22], the performance dflzee based WSN in terms of
its received signal strength ratio and signal propagatias vwestigated by deploying itin

an under ground gold mine.

1.4 Challenges in designing of MAC protocols

In most of the applications, the sensor nodes are intendegdrate autonomously on the
battery, therefore, WSNs protocols should be energy eftiteprolong the node’s life-
time. The large proportion of battery consumption is duesimmunication (transmission
and reception) over wireless radio components in the node purpose of MAC pro-
tocols is directly relates with radio transceivers thaty whergy efficiency is their main
task in WSNSs. In addition to energy conservation, scalgb#ititonomous network oper-
ations, end-to-end delay, throughput and control overlaadome of the major WSNs
constraints in many WSNSs applications. In this section weudis the design parameters

which are kept under consideration.
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1.4.1 Design Parameters of MAC protocols

In this section, we discuss some of the important paramedepsired to design a MAC

protocol in WSNs.

1. Medium access with collision avoidance is one of the sk bf any MAC protocol.
MAC protocols are designed to determine when and how a natesathe medium
in order to transfer its data successfully. Though collistan not be avoided com-
pletely but it can be minimized to the acceptance level widximum chances of

successful communication.

2. Energy conservation is one of the main objective whilegiesg a MAC protocol
in WSN as it directly controls the radio transceiver and majorount of energy
is consumed when node is involved in a long range communbitatr keeping its
radios ON for a long time without any data to transmit. MACtpawls are designed
to conserve such energies as much as possible and keepdtsire@FF state when
it has no data to transmit. Energy can also be minimized bydawp collisions as

well as by avoiding unnecessary transmission of messages.

3. Delay minimization is another important parameter inigliag MAC protocols.
Many WSN applications do not compromise larger data delilegncy and these
data delivery latency varies against different WSN applcatMAC protocol should
be designed to meet the delay latency of most of the WSN aiplisa

4. Successful data transmission is one of the key perforenaaiecator of a MAC pro-
tocol for all kinds of WSNs. The packet drop due to buffer owsvfis one of the
major reason in reliable transmission which can be managatbipping the piggy-
back packets when it exceeds buffer size limit. Signal fatence also affects the
successful data transmission which badly affects thelniétiaof the network. It can
be avoided by increasing the transmission power as well avbiging contention

with other neighboring nodes.

5. In WSNs, changes in WSNs such as network size, density amdotpphappen
frequently and a MAC protocol should be able scalable angtatiée to meet such

requirements.
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6. Throughputis the amount of data successfully tranddroan a sender to a receiver
in a given time. Multiple factors such as collision avoidenchannel availability,

latency, control overhead and link utilization affects theoughput in WSNs.

1.5 Contribution

Aim of this dissertation is to design delay and energy effitlMAC protocols tailored
for specific WSNs applications. The research work comprisésamnew MAC protocols
and a modification in IEEE 802.15.4 standard in order to imprihe delay and energy
efficiency of WSN applications. In addition to it, we made a poemensive comparison
of contention based CSMA/CA of IEEE 802.15.4 standard foredéiht frequency bands
such as 868, 915 and 2400 MHZ and this work has been publishad international
conference. Both of our proposed MAC protocols are schechdsdd. In the first proto-
col, hierarchical TDMA based MAC protocol (BS-MAC) is introcked. Here cluster head
(CH) efficiently manages the available slots to improve litikaation as well as better
energy conservation with reduced delay. In BS-MAC, CH allovghldata traffic nodes
to efficiently assign those data slots which remains unugeithdo nodes having no data
traffic. By assigning short address to each node causes dweeheads which helps
in less energy consumption throughout the network. Shiodtas First algorithm is used
to assign data slots by the CH. This helps in better link atiion as well as reduces the

network delay.

In the following work, we introduces another Bit map assidificient and Scalable
TDMA based MAC (BEST-MAC) protocol. In BEST-MAC, a complete deisround
has been modified by introducing contention access perio&STBHAC accommodates
new nodes to become a network member even after setup phasps#ck algorithm is
introduced for better utilization of data slots. This hélpbetter link utilization and overall
network delay is minimized. Furthermore, it allocates shaddresses to nodes similar to

BS-MAC in order to conserve network energy.

In the final work, we proposed an improved IEEE 802.15.4 stechdin this work, a
new super-frame structure is introduced which reduceskee ldtency of GTS assigning
nodes. It further improves the link utilization without cpmmising the existing standard’s

parameters.
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1.6 Dissertation Organization

Rest of the dissertation is organized as follows. Chapter @Qudses different types of
MAC protocols designed for WSN along with their drawbacks. ohder to overcome
these limitations, we proposed BS-MAC and BEST-MAC as dissdiss chapter 3 and
4 respectively. An improved superframe structure of IEER.88.4 standard has been
described in chapter 5. Finally chapter 6 summarizes tisisediation and references are

mentioned in chapter 7.
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Chapter 2

MAC Protocols

2.1 MAC Protocols for Wireless Sensor Networks

In the previous chapter, we briefly discussed some of thediions of wireless sensor
networks. In order to mitigate these challenges, multip/&Q\vprotocols have been intro-

duced. These MAC protocols are basically categorized wtorhain groups:

e Contention based

e Scheduling based

2.2 Contention Based MAC Protocols

Nodes in contention based MAC Protocols contend to accessnédium when it has
data to send without relying on transmission schedules. @rbke main advantage of
contention based techniques is its simplicity as it does@mtire to maintain schedules
indicating transmission order. Node uses some mechanisorder to resolve the con-
tention to access the medium. Contention increases when timameone node wants to
access the same medium in order to send their data. ThisaBesehe chances of col-
lisions, delay and causing more energy loss, which badlyedeses wireless node’s life
span. Contention based MAC protocols face fairness isssess some of the nodes may
access the channel more frequently as compared to otheznzbng) nodes in the same

network. In a dense WSN, the number of collisions increasstidedly and results in the

12
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longer channel access delay. Some of the contention basé pvétocols are described

below:

1. One of the standard for contention based MAC protocol&EEH 802.11 [23]. In
this standard, energy consumption during the idle lisigmmode is as high as of
receiving mode. This idle listening energy consumptiononees more severe in a
densely deployed network scenarios [24] i.e. WSN. That is thils/standard is not

recommended for WSN.

2. Power Aware Multi-Access with Signaling (PAMAS)

PAMAS [25] is a contention based MAC protocol and main foctig ¢s to save

energy by avoiding unnecessary energy consumption dusathearing. PAMAS

uses two separate signaling channels for data frame anatfsames. Separate sig-
naling channel allows nodes to turn off their transceiversafspecific time to avoid
overhearing. Control frames like ready-to-send (RTS) apdrefo-send (CTS) are
used to avoid energy consumption due to collision. In adkitdo control messages,
devices also transmit busy tones to avoid those nodes fanmrtrission, which have
not received control messages. Every node turn off its teimsr on the basis of

following decisions:

e node has no data to send and neighboring node begins thentsgien

e node has no data to send and neighboring node begins thentsgitn

PAMAS attempts to minimize a significant amount of energyhofse nodes which
keeps their radios ON when there is no data to transmit areiveey that node.
However, presence of two radios increases the energy aridrimeptation cost of

the node

3. Sensor MAC (SMAC) SMAC reduces energy consumption by amgidollision
and offer good scalability. Duty cycle of a node is reducednayeasing the sleep
duration and node keep its radios ON for a very short timervate Each node
creates its own listening schedule in either of the two [il#ses. Before creating
its own schedule, node listens to the medium for a certairuautaf time in order to

receive a schedule from other node.
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¢ If a node receives a schedule then it chooses its own ligijesthedule on the

basis of the schedule received and become a follower.

¢ If node does not receive any schedule then it generates itssotvedule and

becomes a synchronizer.

Listen period of each node comprises of RTS/CTS control ngessand SYNC
packets. RTS/CTS are used to avoid contention.SMAC avoitlisioa by using

RTS/CTS handshakes. When a node hears RTS and is unable t@theemessage
at that time then it turn off its radio to go to sleep mode. Hakps a node in avoiding
energy wastage due to overhearing of data. In this approadé has to overhear

only control and sync packets.

SMAC avoids collision by using RTS/CTS messages that isgdesi only for uni-
directional traffic and does not work with broadcast messa§®&IAC reduces duty
cycle to make it energy efficient; however it may not be effecin a real scenario.

RTS/CTS messages are used to avoid collision

4. Time-out Medium Access Control (TMAC) Fixed listening petis unable to tackle
heavy traffic. Time out MAC protocol addresses the fixed tistg duration of
SMAC by introducing active period that adapts to traffic dgnsActive period

increases with the increase in traffic flow and decreaseshétheduced traffic flow.

TMAC is a contention based MAC and to minimize the collisiomedium is ac-
cessed by allowing nodes to wait for random time interval ifixad contention
period. Minimum time for a node to remain activeTi® and it is long enough to
hear control messages from the neighbors. TMAC also adeseke early sleeping
problem of nodes. In this problem node D is unable to listgn@mtrol messages
during TA and turns its radio Off to go to sleep mode. Thisyealkep problem is
addressed by introducing Forward request to send (FRTSagedrom node C to
node D immediately after receiving CTS to inform node D to kegpadio ON for

next communication.

WSNs are generally deployed in large numbers, thereforeéentan based MAC pro-
tocols are not suitable in such scenarios. On the other lianeservation and scheduling
based MAC protocols, there is no contention because allsvade assigned a separate

Guaranteed Time Slots (GTS), e.g. TDMA, to carry out commaition. Such protocols
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avoid chances of collisions along with reduced duty cycleiclv causes natural advantage

of energy conservation as compared to contention baseoquist

2.3 Scheduling Based MAC Protocol

Energy conservation is one of the main objectives of the MA@qrols. TDMA based
MAC protocols are energy efficient as they do not waste thedrgy due to collision as
of contention based MAC protocols such as CSMA/CA. Many MAQi@eols have been
designed to achieve energy efficiency. Some of the schepbased MAC protocols for

WSNss are being briefly described as:

A TDMA based MAC protocol for Sensors named S-TDMA [26] is posed by S.
Boulfekhar et al., which exploits the essential features@MRA causing unnecessary en-
ergy consumption and high latency in sensor networks. Brnawgsumption is addressed
by keeping nodes in sleep mode when they have nothing tonitins receive, however
latency issues are addressed by emitting those time slathake assigned to those nodes

having no data to send.

2.3.1 Delay Guaranteed Routing and MAC

In [27], TDMA based MAC protocol, called DGRAM (Delay Guarartl Routing and
MAC), is proposed specifically for the delay sensitive amgilans in WSN. The deter-
ministic delay is guaranteed by reusing the allocated tilmis.sIn [28], authors proposed
Intelligent Hybrid MAC (IH-MAC) for broadcast scheduling @ndink scheduling. The
protocol intelligently uses the strength of CSMA and TDMA egazhes in order to re-
duce the delay. At the same time energy consumption is maeidhby suitably varying the

transmit power.

In [29], Traffic Pattern Oblivious (TPO) scheduling schenasdd MAC protocol is
proposed. Unlike traditional TDMA scheduling, TPO is cdjatf continuous data collec-
tion with dynamic traffic pattern in an efficient manner. lbals the gateway to determine
data collection on the basis of traffic load. In [30], perfame of the proposed TDMA
based MAC in prospects of link quality estimation was impdéerted on CC2530 hardware

and tested in industrial field. In [31], E-BMA protocol is peged for communication
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< Round >
: N < Steady State Phase >
etup Phase . .
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Data Slot 2
Data Slot 3
Data Slot 1
Data Slot 2
Data Slot 3

Figure 2.1: A complete round in a cluster

between railway wagons. Energy consumption is minimizeaniyimizing node’s idle
listening mode and evaluate its performance with TDMA, gpeafficient TDMA (EA-
TDMA) and BMA. Authors claim that E-BMA and EA-TDMA are prefed over BMA

and TDMA protocols for communication between railway wagjon

The Bit-Map-Assisted (BMA) [32] and BMA with Round Robin (BMA-RR) [Bare
TDMA based MAC protocols. These protocols introduce vagyscheduling techniques
to efficiently allocate fixed time slots. The BMA MAC protocdlacates fixed duration
time slots to the requesting nodes only and the other nodasatrassigned any time slot
at all. In result, BMA conserves time slots and those slots beagllocated to the nodes
with large volume of data. The BMA method was improved in [3g]itroducing Round
Robin scheduling technigue, named BMA-RR, to assign time sdtsst requesting nodes

in a round robin fashion.

2.3.2 Conventional TDMA based Schemes

Conventional TDMA scheme comprises of multiple rounds wasreach round consists

of a setup phase and a steady state phase as shown in Fig. 2.1
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2.3.2.1 Set-Up Phase

In setup phase one of the nodes is elected as a cluster healtbigyirig a simple algorithm
on the basis of energy levels. Elected cluster head broedaasadvertisement message.

Non cluster head nodes responds the Cluster head to beconmalzemef that cluster.

2.3.2.2 Steady-State Phase

The steady-state phase is divided into a contention periddrames. The duration of each
frame is fixed. During the contention period, all nodes kéwgirtradios on. The cluster-
head builds a TDMA schedule and broadcasts it to all noddsmihe cluster. There is
one data slot allocated to each node in each frame. A nodedaithto transmit is called
a source node. Each source node turns on its radio and serdigatto the cluster-head
over its allocated slot-time, and keeps its radio off at tilbo times. With the basic TDMA
scheme, a node always turns on its radio during its assigmedsiot regardless whether
it has data to transmit or not. If it has no data to send, theeramkrates in idle mode,
which is a high energy-consuming operation. E-TDMA extetidsbasic TDMA in order
to reduce the energy consumption due to idle listening. Emsavhen a node has no data
to transmit, it keeps its radio off during its allocated tistets. When a frame finishes, the
next frame begins and the same procedure is repeated. Tdterehead collects the data
from all the source nodes and forwards the aggregated angressed data to the base
station. After a predefined time, the system begins the wextd and the whole process is

repeated.

In TDMA like schemes, all nodes are required to form clusli&esBluetooth [34] and
Leach [35]. Managing and interference avoidance in a alusgeallocating each com-
municating node a separate time slot is not an easy task. ri&atsghin a communicating
cluster is assigned a fixed duration time slot in order todfi@mtheir data. This limitation
causes intense problems, when a node requires to sendvadagutia traffic or when num-
ber of nodes within a cluster change. As TDMA like MAC prottscare not scalable, so
contention based MAC protocols are preferred in such sanafor example, Bluetooth
may have at most eight active nodes in a cluster. The varfahDMA, called Energy
efficient TDMA (E-TDMA) [36], was proposed for the hierarcal WSN, where whole

network is divided into groups or clusters. All nodes in tblatster send their information
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to the elected Cluster Head (CH) by using the E-TDMA. In E-TDMWe CH turns its
radio off to save energy when members have no data to sendughhthese protocols
increase node’s life time by conserving its energy; howeviek utilization badly affected

when nodes have adaptive data traffic.

Many researchers have analyzed its performance in diffexspects. A multi-hop
communication scheme in GTS mechanism of IEEE 802.15.4atdns proposed in [37],
which follows superframe structure and claimed the redaedaly and higher packet deliv-
ery ratio as of the standard. An Unbalanced GTS AllocatidmeS®e (UGAS) is proposed
in [38]. In this scheme, Link utilization is increased byroducing different duration
time slots for different bandwidth requirements. Authdiegm that UGAS improves the

bandwidth utilization by 30% as of the standard.

Feng Xia et al [39] propose Adaptive and Real-Time GTS AllmraScheme (ART-
GAS) for such applications, where time sensitive and higfit is required and compat-
ible with IEEE 802.15.4 standard. Authors claimed that psgal scheme increases the
bandwidth utilization as of the standard. In [40], authorsppsed a periodic wake-up
scheme for nodes synchronization with coordinator. Themsehallows nodes to transmit
their data during inactive period. Authors claim that sceesbackward compatible with
IEEE 802.15.4 standard and energy consumption is redugedisantly as compared to

beacon enabled mode of the standard.

[41] [42] [43] highlight the GTS under-utilization probleaf IEEE 802.15.4 standard.
In [41] Multi-Factor Dynamic GTS Allocation Scheme (MFDGRAB proposed. In this
scheme, nodes are assigned GTS on the basis of their dataelag time and GTS uti-
lization time. The scheme proposed in [42] increases thedtilization by dividing the
CFP slots in 32 equal sized time slots without any changesarirdme format. In [43],
authors proposed GTS allocation scheme on priority bast®hgidering emergency data.

In this scheme traffic with higher data traffic is preferred.

Due to increase in wireless application needs, Institutele€trical and Electronics
Engineering (IEEE) developed some MAC standards such ak BER2.11, IEEE 802.16,
IEEE 802.15.1 and IEEE 802.15.4. IEEE 802.11 and IEEE 80adr&6used for those
wireless applications that require high data rate. IEEEBR2 standard (Blue tooth) is
used for very short range wireless communication apptioati However, due to high

power consumption during idle listening mode, they are notable for such wireless
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A PAN Coordinator
O Coordinator

O End Device

(a) Star Topology b. Peer to peer topology

Figure 2.2: Nodes communicating in star and peer to peer topology

applications that have power limitations as well as low pssing is required such as
WSN. IEEE 802.15.4 standard [44] was designed for low dagapplications with duty
cycle even less than 0.1%. Due to very small duty cycle, tardstrd got attraction in

WSN applications.

2.4 Overview of IEEE 802.15.4 Standard

IEEE 802.15.4 standard [44] is designed for Low Rate WireRmsonal Area Network
(LR-WPAN). It operates at both Physical and MAC layer with deygle of less than 0.1.
In LR-WPAN, two types of wireless nodes called as Fully FunwidcDevice (FFD) and
Reduced Functional Device (RFD). FFD may be a PAN Coordinat@peardinator or
a simple node whereas RFD can only act as simple wireless neiB. has capability
to exchange its information both with FFD and RFD whereas RADnd exchange its
information with other RFD that's why RFD only placed as end enad any wireless
network. LR-WPAN operates in star as well as in peer-to-pesiéen. Nodes associated
with coordinator can communicate with coordinator in stattgrn where as two or more
coordinators exchange their information by following peepeer topology. Figure 2.2

shows nodes communicating in Star as well as in Peer-ta-Peer

IEEE 802.15.4 standard is designed for Low Rate WirelessoRatsArea Network
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Table 2.1: Frequency Bands with Data Rate

Frequency Modulation Symbols| Bits/ Symbol Dura-| bits/sec | channelg

Band (MHz) Scheme / sec symbol | tion (sec) sup-
ported

868 - 868.6 BPSK 20000 1 50*e-6 20000 1

902 - 928 BPSK 40000 |1 25*e-6 40000 | 10

2400 -2483.5 | O-QPSK 62500 | 4 16*e-6 250000 | 16

(LR-WPAN). It operates at both Physical and MAC layers. Thadtad operates at three
different frequency bands; 868MHz, 915MHz and 2400MHz. &88Hz and 915MHz,
the standard uses BPSK modulation scheme, however 2400MHadncy band uses O-
QPSK modulation scheme with data rates of 20Kbps, 40Kbp&aAHbps, respectively.

These frequency bands with their respective data ratehavensin Table 2.1.

IEEE 802.15.4 operates either in a Beacon enabled or Non-Beawwabled mode.
Un-slotted CSMA/CA is used in non-beacon enabled mode. ThedBeewcabled mode
is divided into two main sections, active and inactive perias shown in Fig. 2.3. All
WSN nodes communicate during active period and remain irpsheede during later
inactive period to conserve energy. The active period of Beanabled mode consists
of Contention Access Period (CAP) and optional Contention Pegod (CFP). Each
Superframe in this mode is divided in to 16 equal duratioretstots. One or more slots
are reserved for the Beacon frame because its size may vary dwenber of remaining
data frames for the associated nodes. Each node deternuoethb information relating
to Length of active superframe duration, next beacon diiivee and slot duration for each
slot can be attained from the superframe specs field of theobdaame as shown in Fig.

2.4 and can be determined from equations 2.7, 2.8 and 2.8atsgy.

Calculating superframe parameters: Information about Be&dervals (Bl) and Su-
perframe Duration (SD) depends upon a constant value of &8aseFrameDuration (BSFD)
as well as the values of Beacon Order (BO) and Superframe C8d¥rds mentioned in
superframe specs shown in Fig. 2.4. Whereas BSFD depends hpdixdd values of
aNumSuperframeSlot (NSS) and aBaseSlotDuration (BSD). B&ihdan be calculated
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— Active Period Inactive Period

Contention Access period |Contention Free Period
(CAP) (CFP) M

+——— Superframe Duration(SD) ———

Beacon

Beacon Interval (Bl)

Figure 2.3: 802.15.4 Beacon enabled mode Superframe format.

as follows.
Bl = BSFDx 289 (2.1)

Where value of BO ranges from 0 to 14 And

SD= BSFDx 2°° (2.2)

Here value of SO ranges from 0 to BO. When SO and BO are same, thetivin

Period is not present in that superframe.

Whereas, BSFD is calculated as

BSFD= NSSx BSDSymbol} (2.3)

According to IEEE 802.15.4 standard, default value of NSEois

BSD= 3 x aUnitBackof f Period (2.4)

Default value of aUnitBackoffPeriod is 20 Symbols

BSD= 60(Symbol$ (2.5)
BSFD= 960(Symbol$ (2.6)
SD= 960x 259(Symbol$ (2.7)
Bl = 960x 2B°(Symbol} (2.8)
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Figure 2.4: Beacon frame with superframe specs field description

As in SD there are 16 slots so each slot duration (SID) is tatied as:

SO
SID= %(Symbo& (2.9)

If Number of Backoff Period against one slot is mentioned by BR&h these are

calculated as:

BPS= % (2.10)
TotalBackof fPeriodsinSBE: BPSx 16 (2.11)
bits/slotinB68VIHz = %6280 (2.12)
bits/slotin915MIHz = % (2.13)
bits/slotin2.4GHz= %%XZSO (2.14)

From equations 2.9 and 2.10 one can analyzed that a sloti®urahd number of
Backoff Periods in a slot directly depend on the value of S(has values increase with

the increase in SO.

PAN coordinator originates the Beacon frame, which contaifssmation about frame

structure, next Beacon, network, and pending messages. TRecGésists of maximum
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16 or minimum 9 slots. In CAP, nodes contend to access mediufolloying the slotted
CSMA/CA mechanism [45]. On the other hand, the maximum numbgots in CFP can

be up to 7 and are known as Guaranteed Time Slots (GTS).

2.4.1 Slotted CSMA/CA Mechanism

During CAP, all nodes contend to access the medium by follQW@8MA/CA mechanism.
This algorithm depends mainly on three parameters as nuafliackoff (NB), Backoff
Exponent (BE) and Contention Window (CW). Initial values of NB,Bitla&CW are 0,3
and 2 respectively. When medium is found busy, value of NBasamented by 1 unless it
reaches its maximum limit of 4 as defined in MaxCSMABackoffse Thannel access is

reported failure to the upper layer when NB exceeds its vatuef MaxCSMABackoffs.

BE parameter defines the range of Backoff slots that is how mankdsaSlots node
has to wait before going to assess the channel availabilitg.random number of backoff
period ranges from 0 to®% - 1. Value of BE increments when medium access was found
busy until amacMaxBE value of 5 which increases the randorkdibduration from basic

range of 0-7 to maximum range of 0-31.

CW parameter relates to Clear Channel Assessment (CCA) and aslidedlue is 2
which means node will have to ensure two consecutive idl@mbia before transmitting
frame to medium. The channel sensing is done during first &sjsrof Backoff period.
Flow diagram of CSMA/CA shows that when nodes need to transiniesframes, it first
bring into line with the start of Backoff boundary and then twdor the random Backoff
period slots. At the end of the Backoff period, node senseshia@nel by performing
CCA at boundary of its Backoff period. If accessed channel isidobusy, CCA value
is re-initiated to its default value and values of NB and BE iasgemented by 1 unless
they reach their maximum limits. As maximum number of BE is SGahmeans each
time when channel is found busy, the random Backoff valuese®es. Maximum range of

Backoff duration is from 0 to 620 Symbols.

Maximum number of backoffs is 4. By exceeding this limit, tHgoaithm reports a
channel access failure. In case, channel is sensed idtebaft&off countdown, the value
of CW is decremented by 1. If its value approaches to 0 thengiaeke transmitted at next

Backoff slot boundary as shown in Fig.2.5. This results in t@nsecutive channel access
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Figure 2.5: Flow diagram of slotted CSMA/CA

24




2.4.2. GTS allocation Procedure in IEEE 802.15.4 standard

..... Long frame Ack
T T ata T a Tac T
< BO >l dat > t k LIES
A complete Frame
< . g
Duration

Figure 2.6: Complete frame length including acknowledgment and inter frame Space

idle. The Backoff period countdown halts if superframe doraends up and resumes at
start of the next superframe. After successfully contegdire channel access idle, the
node computes whether its transmitting frame with data esl@dgment and inter-frame
spacing can be completed within remaining superframe iduralf remaining superframe
duration is larger than the computed frame transmitted thea the frame is transmitted
otherwise node has to wait for start of the next superframardier to transmit its data.

Total time required to send data can be calculated as shof#ig.i2.6.

Nodes having critical data requests are allocated Guardritene Slot (GTS) by the
coordinator. The nodes that are allocated GTS can explicétry out communication

during their allocated period to the PAN coordinator.

2.4.2 GTS allocation Procedure in IEEE 802.15.4 standard

In IEEE 802.15.4 standard, CFP slots are only assigned te thades which have already
become a member of the PAN. GTS requesting nodes are redaiachronize itself

with the beacon of the coordinator to attain CAP duration.s™aiill help nodes to send
their GTS allocation requests to the PAN coordinator. A nagtpiiring to send data (D)

computes the number of CFP slots (S) as mentioned in eq.2.15.

S=1|D/BS (2.15)
Here BS is the number of bits which can be transmitted in a sidtcan be computed as:
SO
BS= W (2.16)
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2.4.2. GTS allocation Procedure in IEEE 802.15.4 standard

2 Bytes 1 Byte variable 1 Byte 1 Byte 2 Bytes
Control Sequence. | Addressing |Command Frame | GTS Characteristic Frame check
Frame Number Fields identifier (0x01) Field Sequence (FCS)
b0 ~ b3 b4 b5 b6 ~ b7
GTS Direction Characteristic Type
GTS Length 1= receive only 1= GTS allocation Reserved
0= Transmit only 0= GTS deallocation

Figure 2.7: GTS request frame format

2 1 2 2/8 2 2
Bytes Byte Bytes Bytes Bytes variable  variable variable Bytes
Control | B8N | Source Pan | Source | Superframe | GTS Pending | p.)con |Frame check
Frame S, NG, ID Address Specs Field Address Payload BRI
(BSN) Bee Field Y (FCS)

S <
g S % ‘g
22| 2 | S|9%
£8 2 |z5|2E
Beacon Order Superframe order Final CFP Slot S5 & |£8|<2
b0 | bl [ b2 | b3 | b4 | bS | b6 | b7 | b8 | b9 [b10|bl1|bl2|bl3|bl4|bl5

Figure 2.8: Beacon frame format with superframe specification field

Node after computing the number of CFP slots required to satal denerates a GTS
request command to coordinator during CAP by following sidt€CSMA/CA algorithm.
The frame format of GTS request is shown in Fig. 2.7. The GT&tion can be defined as
either transmit or receive. On receipt of this command, TA Boordinator, on receiving
this GTS request may send an acknowledgment message atondicate the node that
its request has been reached successfully. At the end of GX¥,dordinator upon
receiving all these requests decides about the allocatiGiB slots to requesting node on
first come first serve basis. If available slots are less thaméquesting slots then nodes
are refused to allocate time slots otherwise required GE&Sabocated to the requesting
nodes. Coordinator take cares that, allocated GTS wouldegloice the CAP length from
aMinCAPLength value. Coordinator informs about successfi @llocation in the GTS
descriptor field available in next beacon frame as shown @gn 2.8. A node retrieves

the information of its allocated CFP slots from GTS descrijgtothe beacon frame and

26



2.4.2. GTS allocation Procedure in IEEE 802.15.4 standard

node can send its data during its allocated CFP slots. If a nodkl not find its short
address in the GTS list of the GTS descriptor, then GTS is ssigaed to that node. A

communication sequence for GTS allocation is shown in Fig. 2

Member Coordinat
Node oordinator
Beacon
<
GTS Allocation Request
>
Acknowedgement
-
Beacon with GTS Fields
|
GTS Data

Figure 2.9: GTS allocation procedure

Next chapters covers our proposed research work includinylBS and BEST-MAC
in chapter 3 and chapter 4, however modified IEEE 802.15matal is described in detall
in the chapter 5.
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Chapter 3

Enhanced TDMA based MAC Protocol

for Adaptive Data Control in Wireless

Sensor Networks

3.1 Introduction

Wireless Sensor Networks (WSNs) are used in wide variety plieations like tempera-

ture, humidity, etc. monitoring of such areas where humamageh is almost impossible.
Military organizations are also very much interested ingndgployment of wireless net-
works for surveillance and many tactical military applioas [1]. Energy efficiency, scal-
ability, autonomous network operations, end-to-end delapughput and control over-
head are some of the major WSN constraints in these types nascs. In order to

mitigate these challenges, multiple Medium Access ConM#AQC) protocols have been
introduced. These MAC protocols are basically categorimezltwo main categories: (a)

Contention based and (b) Scheduling based.

In contention based MAC Protocols, WSN node contend to adbessiedium when
it has data to send. Contention occurs when more than one nalis ¥o access same
medium in order to send their information. This increasesctiiances of collisions, delay
and causing more energy loss, which badly decreases vambele’s life span. In case of a
dense WSN, the number of collisions increases drasticatly@sults in the longer channel
access delay. One of the standard for contention based M#tGquils is IEEE 802.11 [23].
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3.1. Introduction

In this standard, energy consumption during idle listemmagle is as high as of receiving
mode. This idle listening energy consumption becomes newers in a densely deployed
network scenarios, i.e. WSN [24]. That is why this standarddsrecommended for
WSN. Sensor Medium Access Control (SMAC) [45], Time-out Medidntess Control
(TMAC) [46], Berkley Medium Access Control (BMAC) and Utilizahdbased duty cycle
tuning Medium Access Control (UMAC) [47] are also contenti@sé&d MAC protocols
designed for WSN. They adjust duty cycle for efficient energysumption.

WSN are generally deployed in large numbers, therefore gotioh based MAC pro-
tocols are not suitable in such scenarios. On the other masdheduled based MAC pro-
tocols, there is no contention because all nodes are assggeeparate Guaranteed Time
Slots (GTS), e.g. Time Division Multiple Access (TDMA), tarcy out communication.
TDMA avoids interference by offering time based schedulimgnodes to access radio
sub-channels. The variant of TDMA, called Energy efficieDtMA (E-TDMA) [35], is
proposed for the hierarchical WSN, where whole network isdéi into groups or clus-
ters. All nodes in that cluster send their information to ¢hected cluster head (CH) by
following E-TDMA. In E-TDMA, the CH turn its Radio off to save ergy when members
have no data to send. Though these protocols increase ridedime by conserving its
energy, however, they are not scalable due to limited nurobigme slots that sometimes

are insufficient in unpredictable scalability of WSN.

Due to different transmission behavior and variations affitc loads, nodes do not
have same volume of data to send. Even the nodes with sirag&riave different data
collection time and transmitting time. To cope this adaptilata traffic load, different
TDMA based MAC protocols have been proposed, e.g. Bit-Magisisd (BMA) [32] and
BMA with Round Robin (BMA-RR) [33]. They utilize different schedid) schemes for
allocation of the fixed time slots to the requesting membeleso In result, they conserve

and re-allocate those unused time slots to the nodes wgh lailume of data.

All the above discussed techniques overcome some of théations of traditional
TDMA, however, control overhead increases in these schefessecond issue in these
schemes is that the number of time slots are equal to the nuohineember nodes. Due
to these fixed number of time slots available in a round, theskniques do not prop-
erly address the adaptive traffic load problem. In resulingteases delay and reduces

throughput.
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3.2. Related Work

In this chapter, we propose an adaptive TDMA based MAC paitaalled Bitmap-
assisted Shortest job first based MAC (BS-MAC), that: (1) atersi small size time slots
and their number is not equal to number of member nodes. Titlidi@p in handling
adaptive traffic loads of all members in an efficient mann2y. Shortest Job First (SJF)
algorithm is applied in order to reduce node’s job completione and to minimize the
average packet delay of nodes. (3) The size of control paskeduced by using short
node address (1 byte instead of 8 bytes), which reduces titeotoverhead and makes

our proposed scheme energy efficient.

Rest of the chapter is organized as follows: Section 3.2 dssithe previous work
related to the proposed scheme. The proposed TDMA based Ma&iGqol is described
in Section 3.3. Section 3.4 evaluates and compares therpenfce of the proposed BS-

MAC protocol with the existing ones. Finally, Section 3.5:ctudes the chapter.

3.2 Related Work

Energy conservation is one of the main objectives of the MA@qrols. TDMA based
MAC protocols are energy efficient as they do not waste the@rgy due to collision
as of contention based MAC protocols like CSMA/CA. Many MAC foiepls have been
designed to achieve energy efficiency. In this section, wefliprdiscuss the previous

related work, e.g. contention free or TDMA based MAC protedor WSN [32]- [29].

The Chinese remainder theorem based MAC (CMAC) [48] is one of DA based
MAC protocol proposed for the hierarchical WSN architectdree Network Coordinator
(NC) are selected to collect data from neighboring nodes arwidaird it to the sink node.
It uses Chinese remainder theorem to find out the scheduledstimis for the associated
nodes. When member node(s) transmit data on regular basisgtth node is allocated
a time slot for data transmission on the basis of prime ancimher sequence calculated
from Chinese remainder theorem. CMAC reduces latency in éose$owever, if a node
has no data to send, then it’s slot remains unused and otdesrman not use these slots

even if they have data to send.

In[27], TDMA based MAC protocol, called DGRAM (Delay Guaraetl Routing and
MAC), is proposed specifically for the delay sensitive ailans in WSN. The determin-
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3.3. Proposed BS-MAC Protocol

istic delay is guaranteed by reusing the allocated timesshtu et al. in [49] proposed a
TDMA based MAC protocol by applying Coloring Algorithm, knovas TDMA-CA. In
TDMA-CA, different colors are allocated to the conflictingdes in network and sepa-
rate time slots are allocated to each color. Authors havepeoed the proposed protocol
with SMAC and shown that TDMA-CA outperforms in terms of eneapnsumption and

latency.

In [29], Traffic Pattern Oblivious (TPO) scheduling schenasdd MAC protocol is
proposed. Unlike traditional TDMA scheduling, TPO is calealf continuous data collec-
tion with dynamic traffic pattern in an efficient manner. Ioals the gateway to determine

data collection on the basis of traffic load.

The Bit-Map-Assisted (BMA) [32] and BMA with Round Robin (BMA-RR) [B3
These protocols introduce varying scheduling techniqaedficiently allocate fixed time
slots. The BMA MAC protocol allocates fixed duration time sltt the requesting nodes
only and the other nodes are not assigned any time slot analesult, BMA conserves
time slots and those slots may be allocated to the nodes argje volume of data. The
BMA method was improved in [33] by introducing Round Robin salied) technique,
named BMA-RR, to assign time slots to the requesting nodes. grhthese techniques
overcome some of the limitations of traditional TDMA, howevcontrol overhead in-
creases in these schemes. The second issue in these scheéhsghe number of time
slots are equal to the number of member nodes. Due to fixedewwhbme slots available
in a round, these techniques do not properly address theieslsiaffic load problem. As

a result, it increases delay and reduces throughput.

Most of the research work has been focused on energy cotisered wireless nodes
and to increase the life time of a WSN. However, in this work, vage focused on the
overall performance of a WSN in terms of energy, throughpuat taansmission latency.

The following section discusses our proposed scheme iil.deta

3.3 Proposed BS-MAC Protocol

We propose a TDMA based MAC protocol, called Bitmap-assiSteartest job first based

MAC (BS-MAC), for cluster based or hierarchical communicatszenarios in WSN.
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3.3.1. Setup Phase (SP)

< Round

il giergge, —»<«——————————————— Steady State Phase

Yy

-< Session —————»

<« DataSlots ————— >

£ £
CH_ANN o 7]
N St SE3
JOIN_REQ s 2% 8O | oo
o O o ©T O o
CS_ALLOC Q< e E
< <
Control Control
Slots Slots

Figure 3.1: One round in a cluster.

Various clustering techniques are proposed for efficiemiing between wireless nodes
and sink in a WSN [50]. Those schemes divide WSN in differentigsp callecclusters
In each cluster, a node is elected aSlaster Head(CH) and all the other nodes join that
CH and act as member nodes. The members of that cluster cowateimith the sink
node through their respective CH. In a cluster setup phaseless nodes are organized
in a cluster. Each node at the start of new round decides whéttvill become CH for
this round or not. This decision is based on the stochagjmri#thm. The probability of
each node to become a CH is 1/p, where 'p’ is the desired pagemf CHs. Once the
node becomes CH, it will not again be chosen as a CH until or smées of the nodes in
that cluster becomes CH. After successful selection of a GHCH starts communication
round(s). Each round comprises oSatup PhaséSP) andSteady State Phag8SP), as
shown in Fig.3.1. The SSP is further divided into multiglessionsFollowing is a brief

discussion related to each section of a round.

3.3.1 Setup Phase (SP)

The SP immediately starts after successful selection of aFoHiowing steps will take

place during the SP.

1. CH broadcasts CH Announceme@H_ANN) message. CHANN message starts
with control portion (1 Byte) along with CH’s extended addrésBytes) and Frame
Check Sequence (FCS) (2 Bytes) as redundant bits. Total lefigthCé_ ANN

message is 11 bytes.
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3.3.2. Steady State Phase (SSP)

Frame CH Short Node;'s Node;'s Node;'s Node,'s Node,'s Node,'s
Control Address extended Short Control extended Short Control
address Address | slot (s;) address Address slot (s;)
‘ Node,'s Node,'s Start Time of Data
........... Short Control Slot Announcement | FCS
Address slot (s,) Period

Figure 3.2: CS ALLOC Message Format.

2. Nodes in the range of CH, listens to GKENN and replies with the Join Request
(JOIN.REQ message to CH. This JOIREQ includes a Control Byte, Node’s ex-
tended address (8 Bytes), CH’'s extended address, and FCS.,Heawdze of a
JOIN.REQ is 19 bytes.

3. CH waits for a specific time period to receive JOREQs from all nodes within its

communication range.

4. CH calculates the total number of member nodes by courtegeteived JOINREQs

and allocates a control slot to each node.

5. A unique 1 Byte short address is computed by a CH for all theceésted members
and for itself. Therefore, maximum 255 nodes can be assatvwaith single CH. Af-
terward, CH allocates separate control slot to each memlasr aod broadcasts the
allocated control slot information to all its members tlghtCSALLOC message,
as shown in Fig.3.2. CBLLOC message mainly consists of control byte, CH’'s
extended and short address, nadextended and short address, né&dallocated
Control Slot numbers;, Start Time of Data Slot Announcement Period and FCS.

The detailed flow diagram &etup Phases shown in Fig. 3.3.

3.3.2 Steady State Phase (SSP)

After successful completion of the SP, Steady State Phasts stmmediately with con-
trol slots where source nodes (data sending member nodes)tiseir DATA REQ mes-

sages during their allocated control slots. Detailed floagchm of SSP is shown in Fig.
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3.3.2. Steady State Phase (SSP)

Yes No

Is node CH
v v

Turn Tx ON Turn Rx ON

v !

Broadcast CH _ANN Receive CH_ANN

message > messages
Turn Rx ON Turn Tx ON
Wait for JOIN_REQ i
Messages from <« S JOI: _(I;E wie
Nodes hearby
Turn Rx OFF
Allocate Control Slot
to all Joined Nodes
(Members)
Turn Tx ON v

Recv. CS_ALLOC
¢ message and

Announce calculate allocated
CS_ALLOC Slot

message
N S v

Enter in the Steady State Phase

Figure 3.3: Setup Phase communication flow diagram between CH and Member node.
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3.3.3. Shortest Job First (SJF) Algorithm

3.4ADATA REQ mainly consists the number of requested slots by the sowde.nThe
non-requesting member nodes (having no data to send,) kegpadios Off in order to
save energy. However, the CH remains in receiving mode duhiegntire control pe-
riod in order to receiv®ATA REQmessages from all source nodes. After completion of
control period, CH computes numberDATA REQmessages (requesting nodes) and has
complete information about the total number of data slagsiested by source nodes. CH
applies Shortest Job First (SJF) algorithm and informsallfee nodes about their allo-
cated data slots by broadcasting Allocated Data Slot Ancexnent ADS ANN) frame,

as shown in Fig. 3.5. The SJF algorithm for data slot alloceis briefly discussed in the
next section. If the total number of requested data slotsogerthan the total number of
available slots, then some of the nodes will not be entexthituring that session. If a node
wants to send data to its neighboring node then in first sessade sends the data to CH

and then during next session that data is transmitted teettesving node.

The ADS ANN message comprise of each source node’s short address alth its
allocated starting time slot and information of the nexttoolrperiod start time. Therefore,

all member nodes have knowledge about their control sldtemext session also.

3.3.3 Shortest Job First (SJF) Algorithm

In our proposed BS-MAC, allocation of data slots to the souxmges are prioritized on
the basis of Shortest Job First (SJF) algorithm. In SJF dhgor nodes with less number
of data slot requests are prioritized over nodes that requore data slots. In case, if two
or more nodes have requested for the same number of datatlsétgpriority will be given
to the node with small short address as of other nodes. Tlsemda adopt SJF instead
of Round Robin is that in Round Robin mechanism source node(s)eyaire more than
one time slot for data transmission has/have to wait for éorigne to send their data to
CH, as described in BMA-RR [33]. In addition to the increasedyehe source node(s)
also consume extra energy by toggling their radios betweémr@ On states. On the
other hand, the SJF technique saves energy by avoidinggitiis toggling. Furthermore,
average data transmission time (the average total durb8tween start and end of data
transmission) of source nodes is faster than Round Robinoagsh Table 3.1. We have
compared SJF with RR by considering 5 source nodes requiiffegedht data slots. It is

evident from the results that the nodes with SJF compleie diaga transmission quickly
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3.3.3. Shortest Job First (SJF) Algorithm
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Figure 3.4: Steady State Phase (SSP) communication flow diagram of a member node.
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3.3.4. Slot Duration

Node;'s Node,'s Node,'s Node;'s
Frame . .
Control Short Starting Short Starting | «oviivenn
address Slot Address
Node,'s Node,'s Start of Next
> Short Starting Session/Control FCS
Address slot (s,) Period
Figure 3.5: ADS_ANN Message Format.
than the RR.
Table 3.1: Comparison between SJF and Round Robin Algorithm
Node | Data Slots Re+ Slots / job in| Slots / job in| Job Completion
quested SJF RR ratio (SJF vs RR)
A 2 2 6 1:3
B 3 5 11 1:2.2
C 4 9 15 1:1.66
D 4 13 15 1:1.15
E 5 18 18 1:1

3.3.4 Slot Duration

Previous TDMA based schemes allocate fixed length dataslebidrce nodes and each
data slot is of longer time duration. For efficient use of tighets, the slot duration is
kept smaller as compared to traditional TDMA based scheré&®rter times slots will
be helpful in order to minimize unused time slots and consatiy helps in minimizing
unnecessary wait duration for other source nodes. Tablsl®®&s comparison between
BMA-RR and our proposed BS-MAC protocol in terms of excessiviaydealculation

when nodes want to generate random data. It also shows thatrbgiucing shorter data
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3.3.4. Slot Duration

slots, as in proposed BS-MAC, nodes save substantial timenagared to larger data slots
used in BMA-RR. As CH has to keep its radio in the receiving stateughout these data
slots, therefore, the smaller length of data slots savafgignt amount of energy, which

further improves the throughput.
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Table 3.2: Comparison of Data Transmission delay between proposed BS-MAC ardBRIbased MAC protocol

Node| Data Data | time to | bits/slot | Slot length| Slots | Time required| bits/slotSlot Slots Time  Re-| time time
Length | Rate | send in BMA- | in BMA-RR | re- to send data in in length in| re- quired to| lapsed| lapsed
(Bytes) | (bps) | data RR MAC (msec) | quired | BMA-RR BS- | BS-MAC | quired | send data in in in BS-

MAC BS-MAC BMA- | MAC
RR

A 120 24000 | 40 2000 83.33 1 83.33 200 | 8.33 5 41.67 43.33 | 1.67

B 180 24000 | 60 2000 83.33 1 83.33 200 | 8.33 8 66.67 23.33 | 6.67

C 210 24000 70 2000 83.33 1 83.33 200 | 8.33 9 75.00 13.33 | 5.00

D 240 24000 | 80 2000 83.33 1 83.33 200 | 8.33 10 83.33 3.33 | 333

E 280 24000 | 93.33 2000 83.33 2 166.67 200 | 8.33 12 100.0 73.33 | 6.67

uoleingio|S ‘v'e’e



3.3.5. Energy Consumption during SP

CH informs all source nodes about their allocated data slatsstarting slot number
by sending DSAANN message. If there is no request for slot allocation by smyrce
node, then DSAANN contains only the start time information of next contpelriod. On
the other hand, the control slot sequence remains samegtiwatithe round. As all control
slots are of same length, as informed by CH during the setupeplh@nce, member nodes
only need to know start of the next control period to comphartcontrol slot as well as

start time of the next data slot announcement period.

3.3.5 Energy Consumption during SP

Total energy consumption during setup phasalisize cluster(ES®!UP is sum of energy
consumed by CH and its associat@tl— 1) member nodes. Energy consumed by a CH
comprises of energy consumption duriAgtiveandldle states.(thP‘Ac“"e) is the energy

consumed by a CH in active mode during setup phase and is atdduds:

ESPACtVe — PAT 5 Tat + PIR X Toirx (N— 1) +P$Sx Tes (3.1)

where P47, PIRandPS S are the power consumed by the CH for transmitting the AN,
receiving JOINREQ and transmitting of CALLOC message to all member nodes, re-
spectively. Th@T, TyrandTcsare the time required to send CANN, receive JOINREQ
and send CRLLOC messages, respectively. In same state, the energguoted by a

member noden, ESP-A%Ve wherem e (N — 1), is calculated as:

E%P—Active: PrﬁT « TaT + PrJnR* TR+ Pr%S* Tes (3.2)

where PAT, PIRandPSSare the power consumed by a member node for receiving\GIN,

sending JOINREQ and receiving CALLOC messages, respectively.

There ardN — 1 member nodes in a cluster and energy consumed by all merobdesn

in active mode(ESh-ACtve) is computed as in eq.(3.3).

sPacive_ | &
Eam o= Ei (3.3)

1=
During SP, some of the energy also consumed when CH and memthes are in idle

listening mode. IfP37'9® is the power consumed by CH during idle state as it has to
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3.3.6. Energy Consumption during SSP

keep its receiver ON in order to receive member node’s JREQ messages arTgf]P"d'e
is the time for idle period, then total energy consumed by CHnduidle period in SP

(ESP'dley is calculated as:

ECShPfIdIe Pldle TC?]PfIdIe (3.4)

All member nodes after sending JOREQ messages keep their radios ON and wait
to receive CH’s CSALLOC message. Member nodes in idle mode also wait to receive
CH_ANN message from CH in the beginning of the SP, as shown in BglBa member
nodem consume$SP-'41e power and ha3,SP-'d'¢ idle listening period, then the overall
energy consumption of a member nadeluring idle listening period in SESP-'dle js

computed as:

ESP Idle PSP IdIe*TSP Idle (35)

Total energy consumed by — 1 member nodes during idle mode in SESP-!d1e) js

calculated as:

i=(N—1)
Egrﬁildle — E_SPfIdIe (36)

£ i
Total energy consumption in a cluster during setup phE8&'P is computed as in
eq.(3.7):

ESetup: E(:ShP—Active+ Eg,rlz—Active+ ESP Idle+ ESP Idle (3_7)

3.3.6 Energy Consumption during SSP

n a round, there is one SP and one SSP. A SSP comprises of lmskgsions and each
session starts with control period followed by data slobvcdtion period and dedicated
data slots for communication. In sessipnsource node(s) send their data request(s),
DATA _REQ message(s), during their allocated control slot, wiseadlathe other nodes
keep their radios off to save energy. Energy consumed by @aowdes during control

period in session, (EgF)j), is calculated as:
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3.3.6. Energy Consumption during SSP

ESH — PSP s T, (3.8)

where,ngj is power consumed during transmitting DATREQ message ant is the

control slot duration in sessign

CH in that control slot period always remains in receiving mtareceive DATAREQ
messages. If there asenumber of source nodes, then the energy consumption during

complete control periodB*P) is computed as:

cP

, CP—ldle; CP—RX;
ECPJ =Eg i X

XX+ (N—=1-x) x P, X Ts+Xx Py, x Ts (3.9)

Here,P;P_'dlej, is power consumed by CH during idle listening in the conteligpd and

PCChP_RXj is power consumed in receiving DATREQ message during control period by

CH.

Control period is followed by data slots allocation periosvinich CH announces data
slots allocation information to all member nodes, ABSIN message, in the cluster along
with starting of next control period. Total energy consundeding data slots allocation

period in sessiorj, (EAPS), is calculated as:

_ i=(N-1) '
EAPS — pADS  TADS 4 Zl pAPS RN TADS (3.10)
i=

Where,PS1D$ is power consumed by a CH in transmitting ARSIN messagePP>*RXis
power consumed by noddo receive that message, af@PS denotes the time required

to send and receive ADBNN message during sessign
Next, we calculate the energy consumed by all member nodeartemit data in ses-

sionj, EPTi, asineq. (3.11).

i=(N-1) -
EPT — Zl P~ xkxTPS (3.11)
i=

here,k, P°"" and TPS are number of time slots used by source node transmit data,
power consumed to transmit data and duration of a singleslatan sessionj, respec-

tively.

Energy consumed by a CH in receiving all data packﬁgﬁ), from source nodes
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3.4. Simulation Analysis

during same session is computed as:

Eq’ = PO sk Tpg (3.12)
wherePCE?,Rj is power consumed by CH in receiving data packets from allcsouandes

during sessiorj. Therefore, the overall energy consumption during sesﬁi&rﬁtead{’ is:

EjSteady: ECP 4+ EADS | EDT) | E;TJ (3.13)

If there aren steady state sessions in a round, then the total energy roealsduring
SSPis:
ESteady: i EISteady (3.1 4)
=1

Total energy consumed in a cluster is sum of energy consum8g ias well as in SSP
and is computed as:
Etotal = ES1UP ESteady (3.15)

3.4 Simulation Analysis

This section discusses the simulation analysis of our megp@S-MAC protocol in con-
trast with the BMA-RR [33] and E-TDMA [35] that are considerextanventional schemes.
As we discussed that our proposed BS-MAC protocol improvesutfhput, minimizes
delay and increases energy efficiency of the whole netwarkrder to evaluate the effec-
tiveness of the proposed BS-MAC protocol, we compared thrpug energy efficiency
and delay with E-TDMA and BMA-RR, through simulations. Duringslations, we con-
sidered the network of sizd = 11, off which one node acts as CH and rest as member
nodes. These nodes are deployed in an area ok meters. Probabilit? is set on
the basis of nodes having data requests e.§.={0.1, then only one out of 10 member
nodes require to send data. Random data traffic is generatibe lolata requesting nodes
within the range of 0.175 KB to 2.875 KB. The data slots areedheind are analyzed for

4 and 6 steady state sessions.

The impact of varying network size is analyzed for the neknsize of 11, 21 and

31 nodes, off which one node act as CH and remaining are menoblesn Transmitted
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Table 3.3: Simulation Parameters

Parameters BS-MAC BMA-RR E-TDMA
Data rate (bps) 24000 24000 24000
Control Packet Size (bits) | 32 144 1

Control Slot Length (sec) 0.00133 0.006 0.00004166
Data Slot Length (sec) 0.0083 0.083 0.083
Transmitting Energy (nJ) 50 50 50
Receiving Energy (nJ) 50 50 50

Idle Energy (nJ) 5 5 5

data along with energy consumption and average transnuéky are analyzed for three

sessions. Rest of the simulation parameters are shown ia Bkl

3.4.1 Transmitted Data

The transmitted data is calculated as amount of data semtd$ource to the destination
node successfully. Figure 3.6 and 3.7 show the transmititadfdr varying probability {§)
and sessions, respectively. It is evident from the resh#tsBS-MAC transmits data prior
to E-TDMA and BMA-RR. In Fig. 3.6, for 2 and 4 session, it is obsehthat BS-MAC
transmits more data as of the other two MAC protocols whenbmmof source nodes
increases. However, whegnincreases from 0.6 and 0.8, then BS-MAC does’t send more
data because all data slots are occupied, for 2 and 4 sessispectively. In Fig. 3.7,
the similar increase in transmitted data is observed. hshbat BS-MAC transmits more
data as of the other two MAC protocols in first 2 fpe= 0.4 and 3 sessions fqgy = 0.6.

In order to further validate our results, we analyzed itdqgremance for network size of
11, 21 and 31 nodes. Figure 3.8 shows, that BS-MAC transmits detta as compared to
other two protocols for network size of 11, 21 and 31 nodess. évident from the results
that BS-MAC perform better in transmitting more data as okotfwo protocols in each

network size.

It is noticed that average improvement in transmitted dgt888-MAC is 3% and
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Figure 3.6: Transmitted data versus Probabilify) for 2 and 4 Sessions.

35.4% for 2 sessions and 4.3% and 16.3% for 4 sessions, rigfieBl. This significant
improvement in transmitted data by BS-MAC is due to the selaaif smaller data slots,
which can accommodate different data requirements effggti Whereas, in other two
TDMA based MAC protocols, larger data slots are used thatasaccommodate adaptive

data traffic requirements efficiently.

3.4.2 Total Energy Consumption

Energy efficiency of sensor nodes is required to increaseitife of a WSN. Total energy
consumption versus probability and sessions are showrgind® and 3.10, respectively.
It is evident from the figures that BS-MAC, while transmittirepnse amount of data, con-
sumes less energy as compared to other two MAC protocols.elident from Fig. 3.9
that BS-MAC consumes less energy throughout 2 sessionsyveower 4 sessions, BS-
MAC consumes less energy whpi= 0.8 and consumes more energy when 0.8. This
is due to the increase in amount of data transmitted duriagpériod. On the other hand,
E-TDMA consumes less energy compared to the proposed MABqobas well as BMA-
RR. It is only because it fails to transmit more data compardubtb the protocols. The

similar behavior is also observed in Fig. 3.10.

To further validate our results we analyzed energy consiampf BS-MAC with other

two TDMA based MAC protocols for varying network size. It i@ent from the results
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shown in Fig. 3.11, that BS-MAC consumes less amount of enfergyd=11, 21 and 31
while transmitting same amount of data, however energywapsion increases with the

increase in probability. This is because of larger amounlatd transmitted in BS-MAC.

3.4.3 Transmission Delay

Transmission delay of a node is calculated from the time witete has a data request till
the time it sends all of its data to the destination succégsfigure 3.12 and 3.13 show the
transmission delay versysand session, respectively. The BS-MAC has significantly less
transmission delay as of BMA-RR and E-TDMA, which is obviousnfrthe results. This

is due to the implication of SJF algorithm as nodes trandmeir tdata at once instead of
transmitting in parts. This results in avoiding nodes togkdata in their buffer for longer
time, as shown in Table 3.1. Smaller slot length further iowps the network delay, as
shown in Table 3.2. The same trend is observed for netwoekddid1, 21 and 31 nodes.
Results shown in Fig. 3.14 verify that average transmissataydf BS-MAC for 31 nodes

is even smaller than 10 nodes of other two TDMA schemes.

The results in Fig. 3.12 show that average transmissiory déléhe network is min-
imized by BS-MAC upto 72% and 79% for 2 sessions and 80% and &5% $ession,
compared to BMA-RR and E-TDMA, respectively. Similar amouhidelay has been
reduced by the BS-MAC for varying sessions as shown in Fig3.3.1

46



3.4.3. Transmission Delay

180 * ¥ ¥ *
—e— BS-MAC (10 Nodes|
—8—BS-MAC (20 Nodes) =~ = Ll o e == b SRRl
160 —4— BS-MAC (30 Nodes 7
=0~ BMA-RR (10 Nodes|
140] - -8-' BMA-RR (20 Nodes -
n +=#-:BMA-RR (30 Nodes|
= 1201 = © ~E-TDMA (10 Nodes,
X - 8 -E-TDMA (20 Nodes| mmim e B cmimn e
3 - % - E-TDMA (30 Nodes
£ 100F e
IS
2
T 80 e
=
8
8 % et RIEIY 0= - - mgu =T =0
=T L. x--" -
A0 S TR m T : e
20 A T e T T T 3]
f--go----8-zzcI81ITIIEITIIECII-- o
Ny FTTTLY LELLLL Chllolalin alniuluinlinh (N I i
0 0.1 0.2 0.3 0 0.7 0.8 0.9 1

Figure 3.8: Transmitted data of 11, 21 and 31 nodes verstm 3 Sessions.

12 I I I T T
——BS-MAC (2 Sessions) o P 4

~ 101 —=—BS-MAC (4 Sessions) -
2 /| >~ BMA-RR (2 Sessions )2 e
=~ || = BMA-RR (4 Sessions
S 8H-e-E-TDMA (2 Sessions) ~ ARt ]
g  ||-=-E-TDMA (4 Sessions) a4l
=] Y, P
2 6 S ¢
o} . .-
O > PO ol oo Q- - = = =
3 4 zeE LT B
c _ﬂ‘,"—“'— _____ hd
w et ol i

2r ST LoD S ° i

ar; ;:,: -
. L L L L L L L L L

0.4 0.5 0.6 0.7 0.8 0.9 1
Probability (p)

Figure 3.9: Energy consumption of the network vergufor 2 and 4 Sessions.

6 ‘ \
——BS-MAC (p=0.4
___||~—BS-MAC (p=0.6
2 5||--- BMA-RR (p=0.4
= | -=-BMA-RR (p=0.6
S 4 -°-E-TDMA (p=0.4)
‘g -a-E-TDMA (p=0.6) *
2
e 3r A=
@]
O 9
S
2 =
5 R
1r i
Adl i i i i i
0 1 2 3 4 5 6

Sessions

Figure 3.10: Energy consumption of the network versus sessiong fer0.4 and 06.

47



3.5. Conclusion

w
(6]

T T
—e—BS-MAC (10 Nodes
—=— BS-MAC (20 Nodes P R > * p
—*—BS-MAC (30 Nodes )
-0--BMA-RR (10 Nodes
|| -8='BMA-RR (20 Nodes
=%--BMA-RR (30 Nodes
- e-E-TDMA (10 Nodes
-8 -E-TDMA (20 Nodes
- x-E-TDMA (30 Nodes

w
o
ol

N
a

\p-‘-‘-‘—‘-u-‘—;—,‘d‘:g-‘-‘—‘-‘-u-‘-‘-‘ .

N
o

- -
- ¥ _ o

=
o

=
o

Energy Consumption / session (mJ)

0.6 0.7 0.8 0.9 1

Figure 3.11: Energy consumption of 11, 21 and 31 nodes network vepdos 3 sessions.

3.5 Conclusion

In this work, we proposed TDMA based MAC protocol, called B&® that adaptively
handles the varying amount of data traffic by using large remolb small size data slots.
In addition, it implements Shortest Job First algorithm éduce node’s job completion
time that results in significant improvement in average padklay of nodes. The control
overhead and energy consumption is also minimized by intiong) the 1 byte short ad-
dress to identify the member nodes. The performance of thygoged BS-MAC protocol
is compared with the BMA-RR and E-TDMA through simulationssHows that BS-MAC
achieves more than 70% and 80% efficiencey in data transmidsiay and more than 3%
and 17% data is tranmitted compared to BMA-RR and E-TDMA withmampromising

energy consumption.

48



3.5. Conclusion

30 T T T
——BS-MAC (2 Sessions)
o] —=—BS-MAC (4 Sessions) ]
& || = BMA-RR (2 Sessions)
° - BMA-RR (4 Sessions) el
g 20H-e-E-TDMA (2 Sessions) - S R r
& ||-=-E-TDMA (4 Sessions)
> R
@ 15- - ‘ :
g w "/w .,/" .
[ ,—"" x'/ ,,—0'"‘—
—" /". —__B——
> -7 el 8T oo O mimimim @mimimimim O imimimim <
< L e 1
,:r") _____‘:Q'""'—
.- _-=--0Z /
Lw T oem il S
azzz- Qoo == T I I I I I I

Figure 3.12: Transmission Delay of the network verspifor 2 and 4 Sessions.

20 ‘

——BS-MAC (p=0.4
__ | |-=—BS-MAC (p=0.6 -
4 ||~ BMA-RR (p=0.4 CwT
§ 15| = BMA-RR (p=0.6 e 1
8 ||-°-E-TDMA (p=0.4)
= =-E-TDMA (p=0.6) .
© 10- ,” LB s s e B R E.
a /’,f"‘ O mm o T
() Ll e
o s -
o BT
g 5 » “ ,“’ B
< ,,;//_ ’,,«\—e:‘: ——————————— O =i O mimim - - Q= —mmm [

LeFt
e e
et | I I I i
0 1 3 4 5 6
Sessions

Figure 3.13: Transmission Delay of the network versus sessionpfer0.4 and 06.

49



3.5. Conclusion

90 I ‘ *
—o—BS-MAC (10 Nodes I
80/ —#— BS—-MAC (20 Nodes BE e PR PO PUEPAGEIE 4
—+—BS-MAC (30 Nodes - Lo*
704 -0 BMA-RR (10 Nodes e Lot i
0 -0~ BMA-RR (20 Nodes 4 x°
S 60 ~*'BMA-RR (30 Nodes Ll , Lol .
8 || -e-E-TDMA (10 Nodes B x
< 50 - & -E-TDMA (20 Nodes {' Lo’ _a
77| |- % -E-TDMA (30 Nodes 7 P .-
a 8 * -
® 40 ,
[=2]
o
g 30-
20

Figure 3.14: Transmission Delay of 11, 21 and 31 nodes network vepdios 3 sessions.

50



Chapter I

Bit Map Assisted Efficient and Scalable
TDMA Based MAC protocol

4.1 Introduction

Wireless Sensor Networks (WSNSs) are used in wide variety pligations like tempera-

ture, humidity, etc. monitoring of such areas where humamagzh is almost impossible.
Military organizations are also very much interested indndgployment of wireless net-
works for surveillance and many tactical military applioas [1]. Energy efficiency, scal-
ability, autonomous network operations, end-to-end delapughput and control over-
head are some of the major WSN constraints in these types nascs. In order to

mitigate these challenges, multiple Medium Access Con#AQ) protocols have been
introduced. These MAC protocols are basically categorimgmltwo main categories: (a)

Contention based and (b) Scheduling based.

In contention based MAC Protocols, WSN node contend to adbessiedium when
it has data to send. Contention occurs when more than one nanis vo access same
medium in order to send their information. This increasesdances of collisions with
longer delay and more energy consumption, which badly dseereduces the life span
of a wireless node. In case of a dense WSN, the number of colfishcreases drastically
and results in the longer channel access delay. One of thdasthfor contention based
MAC protocols is IEEE 802.11 [23]. This standard is desigfmedhigh data rate with high

processing applications and is not suitable for low da@aat low processing applications
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such as WSNSs. That is why this standard is not recommended fot. \§&nhsor Medium
Access Control (SMAC) [45], Time-out Medium Access Control (A®) [46], Berkley

Medium Access Control (BMAC) and Utilization based duty cycieihg Medium Access
Control (UMAC) [47] are also contention based MAC protocolsigeed for WSN. They

adjust duty cycle for efficient energy consumption.

WSN are generally deployed in large numbers, therefore eodion based MAC pro-
tocols are not suitable in such scenarios. On the other rsdheduled based MAC pro-
tocols, there is no contention because all nodes are assggaeparate Guaranteed Time
Slots (GTS), e.g. Time Division Multiple Access (TDMA), tarcy out communication.
TDMA avoids interference by offering time based schedulimgnodes to access radio
sub-channels. The variant of TDMA, called Energy efficieBMA (E-TDMA) [35], is
proposed for the hierarchical WSN, where whole network isdéi@ into groups or clus-
ters. All nodes in that cluster send their information to ¢hected cluster head (CH) by
following E-TDMA. In E-TDMA, the CH turn its Radio off to save ergy when members
have no data to send. Though these protocols increase ridedime by conserving its
energy, however, they are not scalable due to limited nurobiéme slots that sometimes

are insufficient in unpredictable scalability of WSN.

Due to different transmission behavior and variations affic loads, nodes do not
have same volume of data to send. Even the nodes with sirag&rttave different data
collection time and transmitting time. To cope this adaptilata traffic load, different
TDMA based MAC protocols have been proposed, e.g. Bit-Magigied (BMA) [32] and
BMA with Round Robin (BMA-RR) [33]. They utilize different schedld) schemes for
allocation of the fixed time slots to the requesting membeleso In result, they conserve

and re-allocate those unused time slots to the nodes wgh lailume of data.

All the above discussed techniques overcome some of théations of traditional
TDMA, however, control overhead increases in these schefrftessecond issue in these
schemes is that the number of time slots are equal to the nuohipeember nodes. Due
to these fixed number of time slots available in a round, theskniques do not prop-
erly address the adaptive traffic load problem. In resulipéteases delay and reduces

throughput.

In this chapter, we propose Bit map assisted Efficient Scal@BIMA based MAC
protocols (BEST-MAC), that:
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1. Considers large number of small size time slots and these $lots are not equal
to number of member nodes. This will help in handling adaptiaffic needs in an

efficient manner with increase in Link Utilization.

2. Knapsack algorithm is applied not only to reduce noddismmpletion time but also
to allow more nodes to transfer their data within availabieetslots. In addition to
reduce the average packet delay of the network, it alsoaseiethe link utilization

of the network.

3. A separate Contention access period is introduced in thgoped architecture to
accommodate non-member nodes to become a member of therkelwong data

transferring phase.

4. Overheads are reduced by allocating each node a shodgssduolr1 Byte instead of

8 Bytes extended address.

5. Proposed scheme can accommodate 255 wireless nodesgieaduster.

Rest of the chapter is organized as follows: Section 4.2 dgsithe previous work related
to the proposed scheme. The proposed TDMA based MAC prodekcribed in Section
4.3. Section 4.5 evaluates and compares the performande girbposed BEST-MAC

protocol with the existing ones. Finally, Section 4.6 cowlels the chapter.

4.2 Related Work

Energy conservation is one of the main objectives of the MA@qrols. TDMA based
MAC protocols are energy efficient as they do not waste thedrgy due to collision as
of contention based MAC protocols, i.e. CSMA/CA. Many MAC matls have been
designed to achieve energy efficiency. In this section, weflprdiscuss the previous

related work in contention free or TDMA based MAC protocas WSNs [26]- [33].

A TDMA based MAC protocol for WSN (S-TDMA) is proposed in [26h which
authors exploit the essential features of TDMA causing eoessary energy consumption
and high latency in sensor networks. Energy consumptioddsessed by keeping nodes

in sleep mode when they have nothing to transmit or recemeglier latency issues are
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addressed by emitting those time slots which are assigndos$e nodes having no data to

send.

In [27], TDMA based MAC protocol, called DGRAM (Delay Guaraetl Routing and
MAC), is proposed specifically for the delay sensitive amgilans in WSN. The deter-
ministic delay is guaranteed by reusing the allocated tilmis.sIn [28], authors proposed
Intelligent Hybrid MAC (IH-MAC) for broadcast scheduling @nink scheduling. The
protocol intelligently uses the strength of CSMA and TDMA egaxhes in order to re-
duce the delay. At the same time energy consumption is maeidiby suitably varying the

transmit power.

In [29], Traffic Pattern Oblivious (TPO) scheduling schenasdd MAC protocol is
proposed. Unlike traditional TDMA scheduling, TPO is cdjatf continuous data collec-
tion with dynamic traffic pattern in an efficient manner. lbals the gateway to determine
data collection on the basis of traffic load. In [30], perfame of the proposed TDMA
based MAC in prospects of link quality estimation was impéerted on CC2530 hardware
and tested in industrial field. An energy efficient TDMA (EAMA) is proposed for

communication between wireless sensor nodes placedwaayaivagons [31].

The Bit-Map-Assisted (BMA) [32] and BMA with Round Robin (BMA-RR) [Bare
TDMA based MAC protocols. These protocols introduce vagyscheduling techniques
to efficiently allocate fixed time slots. The BMA MAC protocdlatates fixed duration
time slots to the requesting nodes only and the other nodasatrassigned any time slot
at all. In result, BMA conserves time slots and those slots beagllocated to the nodes
with large volume of data. The BMA method was improved in [3g]iitroducing Round
Robin scheduling technigue, named BMA-RR, to assign time sdtsst requesting nodes

in a round robin fashion.

Most of the research work has been focused on energy cotiserad wireless nodes
and to increase the life time of a WSN. However, in this work, vege focused on the
overall performance of a WSN in terms of energy, throughpuat @ansmission latency.

The following section discusses our proposed scheme iil.deta
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4.3 Proposed BEST-MAC Protocol

We propose a TDMA based MAC protocol, called Bitmap-assiBfeidient Scalable MAC

(BEST-MAC), for cluster based or hierarchical communicasoanarios in WSN.

4.4 TDMA based MAC Protocol

Bitmap-assisted Efficient Scalable MAC (BEST-MAC) is a TDMA eddMAC protocol

for cluster based or hierarchical communication scenami®gSN.

Various clustering techniques are proposed for efficieming between wireless nodes
and sink in a WSN [50]. Those schemes divide WSN in differenugso callecclusters
In each cluster, a node is elected aSlaster Head(CH) and all the other nodes join that
CH and act as member nodes. The members of that cluster cocateimith the sink
node through their respective CH. In a cluster setup phaseless nodes are organized
in a cluster. Each node at the start of new round decides whétvill become CH for
this round or not. This decision is based on the stochagjmri#thm. The probability of
each node to become a CH is 1/p, where ’p’ is the desired pagemf CHs. Once the
node becomes CH, it will not again be chosen as a CH until or sméest of the nodes in
that cluster becomes CH. After successful selection of a GHCH starts communication
round(s). Each round comprises oSatup PhaséSP) andSteady State Phag8SP), as
shown in Fig.4.1. The SSP is further divided into multiglessionsFollowing is a brief

discussion related to each section of a round.

4.4.1 Setup Phase (SP)

The SP immediately starts after successful selection of aFoHiowing steps will take

place during the SP.

1. CH broadcasts announceme@H ANN) message. CHANN message starts with
control portion of 1 Byte, along with CH’s extended address @&y8es and ends
with Frame Check Sequence (FCS) of 2 Bytes.

2. Nodes in the range of CH responds with the Join Requé&3N REQ messages
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Figure 4.1: One round in a cluster.

upon receiving advertisement message. This JRBEQ includes a Control Byte,
Node’s extended address (8 Bytes), CH’s extended address@adHence, the
size of a JOINREQ is 19 bytes.

3. CH waits for JOINREQ messages from all nodes within its communication range.
4. CH calculates the total number of member nodes by courtengeteived JOINREQS.

5. A unique 1 Byte short address is computed by a CH for all theczésted members
and for itself. Therefore, maximum 255 nodes can be assabtvwith single CH. Af-
terward, CH allocates separate control slot to each memiakr awod broadcasts the
allocated control slot information to all its members thghtCSALLOC message,

as shown in Fig.4.2.

CSALLOC message mainly consists of control byte, CH’'s extenaled short ad-
dress, nodés extended and short address, né&dallocated Control Slot number,
Control Slot Duration (CSD), Total number of control slotT_CS), s, Start Time
of Data Slot Announcement Period and FCS. The detailed flograim of Setup

Phaseis shown in Fig. 4.3.

Each node computes its allocated control slot by 4.1 E.gnieanber node has been
assigned control slot number 'C’ then it can compute aboustiue of its control slot time
(CSStar) as:

CSStart=CSDx (C—1) (4.1)
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Frame CH Short Node;'s Node;'s Node;'s Node,'s Node,'s Node,'s
Control Address extended Short Control extended Short Control
address Address | slot (s;) address Address slot (s;)
‘ Node,'s Node,'s Control Slot Number of
........... Short Control Duration (d) Control Slots FCS
Address slot (s,)

Figure 4.2: CS ALLOC Message Format.

Each member node must requires to listen CH’s Allocated Deta/Anouncement
(ADSANN) message. In our proposed MAC architecture, ABISN message com-
mences after Control Perio€P) and Contention Access Perio@AP), which can be

computed by each member node as:

ADSANN=CP+CAP (4.2)

Here CP = TOTCS * CSD and CAP = 256 * CSD

ADSANN= (TOT.CS+ 256) x CSD (4.3)

4.4.2 Steady State Phase (SSP)

After successful completion of the SP, Steady State Phads shmediately. SSP consists
of multiple sessions which starts with CP and then followedBy?, ADS ANN message

and data slots respectively.
Control Period (CP)

All data sending nodes are required to send data requesigdilneir allocated control
slots whereas, nodes, having no data request keep theasraffito save their energy.
However, coordinator remains in idle listening mode dunvigple control period. This

control frame contains of 48 bits. Each control frame cosgsiof following information.

1. Control frame pattern (4 bits).
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Figure 4.3: Setup Phase communication flow diagram between CH and Member node.

2. Short message of data requesting node and coordinatbit§)6

3. Number of data slots required to send data (12 bits). Tk&rs maximum capacity

of transmitting data by a source node in BEBIAC is 24576 bytes.

4. Frame check sequence (16 bits).

In BEST.MAC, each data slot is a simple multiple of CSD. Each node coeypis

Required Number of Data SIOtREQDYS) as:

REQDS= [
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4.4.2. Steady State Phase (SSP)

Contention Access Period (CAP)

After the expiry of CP, CAP commences. CAP is fixed and compri$&b6 CSD.
During CAP, those nodes who could not become member of theonletduring setup
phase can become a member of this network. These non memies send JOINREQ
message to the CH by following slotted CSMA/CA algorithm andesponse CH only
acknowledges these nodes that their requests have bedredetmcthe CH. Successful

nodes who become member of this network are informed in theAl2S_ANN message.
Allocation Data Slot Announcement (ARXSN) Message

After CAP, CH’'s ADSANN message starts. It is mandatory for all nodes to listen
in order to synchronize themselves in order to attain necgsaformation. ADSANN

message comprises of:

1. List of new member whose JOIREQ has been entertained by allocating them a

unique short address of 8 bits along with their control slonber.

2. List of all those source nodes which have been assignadhids in order to transmit
its data. This includes short address of data requesting, maitial data slot number
along with number of data slots allocated to each source.ribtieere is no request
for slot allocation by any source node, then DBAIN contains only the start time
information of next control period. Priority of source ned&re determined by ap-
plying knapsack algorithm. Maximum Data Slot Durati@SD_MAX) allowed in a

session is:

DSD.MAX = CSDx 216 (4.5)

In case, if requested number of data slots increase frommuamrilimit then some
of the requested data will not be entertained during thadiees Complete data

transmission process from node to CH is shown in Figure 4.4

3. Nodes are also informed about the Start of CP_.START by simply providing a
16 bits information about total data slots assignB&ATOT). As, each member
node already knows about its allocated control slot numileen their membership
was confirmed by the coordinator, So nodes only need to knowtdbe CPSTART

which can be calculated as:
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CPstarT= DSATOT x 256 (4.6)

4.4.3 Knapsack Optimization Algorithm

In our proposed BESTMAC, allocation of data slots to the source nodes are praartion

the basis of Knapsack Optimization algorithm with follogimodifications.

1. W: Total knapsack weight or total available slots.
2. wi: Number of slots requested by ith node.

3. w: current slot number which ranges from 0 to W.

If coordinator receiveg slot requests fronm nodes, then it checks whether total re-
quested slots are more than the available slots or not.slbts are less thaw then all
requesting nodes are assigned data slots as per their tedpuesheir priorities are de-
termined by the knapsack algorithm. However, if requestiata slots increases than the
available slots, then CH scrutinize source nodes which easinit data during that session

via knapsack as follows.

The knapsack problem is solved in terms of solving sub-gmisl with the help of
knapsack algorithm. LeC[i,w] represent the maximum slots of a subSetvith slots
w andC[n,W] is the required optimal solution, whererepresents the nodes, which are
successfully allocated CFP slots ands the slot capacity which must be less or equal to

the total slot capacity.

Optimized node selection is determined by following altjori.

1. Allthe requesting nodes are placed in ascending orddreobdsis of their requested
slots. i.e nodes requesting less slots are treated firsiagared to nodes requesting
more slots. E.g if five nodea, b,c,d ande request for 3,4,2,1 and 1 data slots,
respectively, then they are orderedda®, ¢, a andb. In case, if two or more nodes
have requested for the same number of data slots, thentpnati be given to the

node with small short address as of other nodes.
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Figure 4.4: Data transmission process during steady state phase.
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Node;'s Node;'s Node,'s Node,'s
Frame ] .
Control Short Starting Short Starting | «ooveivenn
address Slot Address slot
Node,'s Node,'s Start of Next
> Short Starting Session/Control FCS
Address slot (s,) Period

Figure 4.5: ADS_ANN Message Format.

w < Current slot
W < Max. no. of slots
i < Node ID,
n < Max. no. of nodes
B[i,w] « Cell value of "node with w slat
w; < No. of slots required or requested BY mode
forw=0toWdo
| B[O,w] = 0// Initialize 1st row to O's;
end

fori=1tondo
| B[i,0] = 0// Initialize 1st column to 0's;

end

for i=1tondo

for w=0toWdo
if wy <wthen

if wi +Bl[i —1,w—w;] > B[i —1,w] then
| Bli,w] =w; +B[i —1,w—w]

end
B[i,w] = B[i — 1,w]
end
B[i,w] = B[i — 1,w]
end
end

Algorithm 1: BEST-MAC Algorithm: KnapSack table implementation
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4.4 4. Slot Duration

Initialize i and w:;
n<«i;
W w;

while i >1and w> 1do

if Bli,w] > B[i —1,w] then
it" node is included in optimized solution;
i=i—1;
W=W—W;

else
| i=i—1

end

end

Algorithm 2 : Optimized Node Selection

2. Weights and values of each node will be same as of its regdjgiots. e.g., value of

nodesa, b, ¢, d andewill be 3, 4, 2, 1 and 1, respectively.

In knapsack algorithm, we select maximum number of nodel miaximum slots
utilization. The selected nodes are required to transrait thata at once instead of Round
Robin that require more than one time slot for data transomssi which source node/s
has/have to wait for longer time to send their data to CH, asrde=d in BMA-RR [33]. In
addition to the increased delay, the source node(s) alssuom® extra energy by toggling
their radios between Off and On states. On the other handkrtapsack optimization
saves energy by avoiding this radio toggling. Furthermaverage data transmission time
(the average total duration between start and end of datarniasion) of source nodes is
faster than Round Robin and more number of nodes can compé&taltia transmission

as compared to BMA-RR in a session.

4.4.4 Slot Duration

Previous TDMA based schemes allocate fixed length dataslebdrce nodes and each

data slot is of longer time duration. For efficient use of tist@s, the slot duration is kept
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4.4 4. Slot Duration

Table 4.1: Filling of knapsack table

Slot Size

0 1 2 3 4 5
Node
D 0 1 1 1 1 1
E 0 1 2 2 2 2
C 0 1 2 3 4 4
A 0 1 2 3 4 5
B 0 1 2 3 4 5

smaller as compared to traditional TDMA based schemes. INTBE&C, each data slot
is a simple multiple of control slot. Shorter times slotslwé helpful in order to minimize
unused time slots portion and consequently helps in minngiannecessary wait duration
for other source nodes. Table 4.2 shows comparison betweekBRIand our proposed
BEST_MAC protocol in terms of excessive delay calculation whedeswant to generate
random data. It also shows that by introducing shorter data,snodes save substantial
time as compared to larger data slots used in BMA-RR. As CH hassp ikeradio in the
receiving state throughout these data slots, therefoeesitraller length of data slots save

significant amount of energy, which further improves thetighput.
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Table 4.2: Comparison of Data Transmission delay between proposed BEST-MABMAARR based MAC protocol

Node| Data Data | time to | bits/slot | Slot length| Slots | Time required| bits/slotSlot Slots Time Re-| time time
Length | Rate | send in BMA- | in BMA-RR | re- to send datd in length in| re- quired to| lapsed| lapsed
(Bytes) | (bps) | data RR MAC (msec)| quired | in BMA-RR | pro- | proposed| quired | send data in in

(msec) posed| MAC in pro- | in proposed BMA- | pro-
MAC | (msec) posed | MAC (msec)| RR posed

MAC (msec)| MAC
(msec)

A 200 24000 | 066.67 | 2000 83.33 1 083.33 48 2.00 34 68 16.67 | 1.33

B 350 24000 | 116.67 | 2000 83.33 2 166.67 48 2.00 59 118 50.00 | 1.33

C 450 24000 | 150.00 | 2000 83.33 2 166.67 48 2.00 75 150 16.67 | 0.00

D 580 24000 | 193.33 | 2000 83.33 3 250.00 48 2.00 97 194 56.67 | 0.67

E 680 24000 | 226.67 | 2000 83.33 3 250.00 48 2.00 114 228 23.33 | 1.33

uoneINg 10S vy



4.4.5. Energy Consumption during SP

4.4.5 Energy Consumption during SP

Total energy consumption during setup phasalisize cluster(ES®!UP is sum of energy
consumed by CH and the nodes which are going to be associatatéenéN-1) nodes.

its associatedN — 1) member nodes. Energy consumed by a CH comprises of energy
consumption duringictiveandldle states.(ECShP*AC“"e) is the energy consumed by a CH

in active mode during setup phase and is calculated as:

ESTACIVE — PAT x Tar + PIRx Tagrx (N— 1) + PSS x Tes (4.7)

where P4T, PIRandPS S are the power consumed by the CH for transmitting the AN,
receiving JOINREQ and transmitting of CALLOC message to all member nodes, re-
spectively. Th@aT, TyrandTcsare the time required to send CANN, receive JOINREQ
and send CRALLOC messages, respectively. In same state, the energguoted by a

member noden, ESP-ACtVe wherem e (N — 1), is calculated as:

EgP—Active: PrﬁT * TaT + PrJnR* Tir+ Pr%S* Tcs (4-8)

where PAT, PIRandP$Sare the power consumed by a member node for receivingh\GIN,

sending JOINREQ and receiving C3LLOC messages, respectively.

There areN — 1 member nodes in a cluster and energy consumed by all merotes n

in active mode(ESP-ACtve) is computed as in eq.(4.9).

ESFLAC'[iVG_ i:(N_l) Ei (4 9)
am - .
2,

During SP, some of the energy also consumed when CH and memthes are in idle
listening mode. IfP37'9® is the power consumed by CH during idle state as it has to
keep its receiver ON in order to receive member node’s JREQ messages ar hp"d'e
is the time for idle period, then total energy consumed by CHnduidle period in SP

(ES™'dley is calculated as:

EShPf|d|e o i(qule*T?]Pfldle (4 10)
C —'cC C '
All member nodes after sending JOREQ messages keep their radios ON and wait
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4.4.6. Energy Consumption during SSP

to receive CH’s CSALLOC message. Member nodes in idle mode also wait to receive
CH_ANN message from CH in the beginning of the SP, as shown in Bgl#ia member
nodem consume$SP-'d1e power and ha3,SP-'d'¢ jdle listening period, then the overall
energy consumption of a member nadeluring idle listening period in SFE%P—'d'e, is

computed as:

ESP Idle PSP Idle TSP Idle (4.11)

Total energy consumed by — 1 member nodes during idle mode in SESP-1dle) js

calculated as:

ESP Idle Z ESP Idle (412)

Total energy consumption in a cluster during setup phB&&'P is computed as in
eq.(4.13):

ESetup: E(:ShP—Active+ Eg’nﬁ_ACtive—F ESP Id|e+ ESP Idle (4_13)

4.4.6 Energy Consumption during SSP

n a round, there is one SP and one SSP. A SSP comprises of Imskigsions and each
session starts with control period followed by data slodbadtion period and dedicated
data slots for communication. In sessipnsource node(s) send their data request(s),
DATA _REQ message(s), during their allocated control slot, wiseadlathe other nodes
keep their radios off to save energy. Energy consumed by @aowdes during control

period in session, (ESF)j), is calculated as:

Cch _

Es' =P« Ty (4.14)

Where,PSCPj is power consumed during transmitting DATREQ message ant is the

control slot duration in sessign

CH in that control slot period always remains in receiving mtmreceive DATAREQ

messages. If there asenumber of source nodes, then the energy consumption during
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4.4.6. Energy Consumption during SSP

complete control periodg“") is computed as:

CP, CP—Idle

ECP = EST xx+ (N—1—x) x P99 e Topxx PSR T (4.15)

Here,PEhP 'dlej, is power consumed by CH during idle listening in the conteiqd and
PCChP ™ is power consumed in receiving DATREQ message during control period by

CH.

Control period is followed by contention access period inahithose nodes who are
in the range of CH and wants to become member send their JREQ to CH during
this period and CH response with an acknowledgment confirtiiagrequest has been

successfully received. Energy consumed by CH in segsthuring CAP is calculated as:

ESAR = PR Typt PN s Tyt Py 1 5 TCARe (4.16)

C

Here, P3R P4CKandPd'® are the power consumed in receiving JOREQ, sending
acknowledgment and during idle state respectively. whefg:gand Ty are time required

to send acknowledgment and idle time of CAP during CAP respsyti

IR pACK -
If Pam',Phm @ dF.%1m i are power consumed in sending JORMEQ message, re-

ceiving acknowledgment message and power consumed imgddr acknowledgment
messages during sessiprthen Energy consumed by a non member n((E]%ﬁH) during

j session of CAP is calculated as:

CAR  _JR;

ESAT — B3R & Tort PASKS x Tack -+ P 1 x TCARde (4.17)

Here,TnCnﬁF"d'e is the time when non member node remains in idle state.

If there ared nodes send their request to become a part of this networkakerenergy

consumed during CAP i sessior{ECAR) is calculated as:

i=(d)
ECAR — by Enm' | +Eg ) (4.18)

Contention access period is followed by data slots allongteriod in which CH an-
nounces data slots allocation information to all memberespADSANN message in the
cluster along with starting of next control period. Totakegy consumed during data slots

allocation period in sessiofy (EAPS), is calculated as:
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4.4.6. Energy Consumption during SSP

‘ i=(N-1) _
EADS = P79 » TADS 4 Z pAPS RN TADS (4.19)
i=

Where,P(ﬁ]D% is power consumed by a CH in transmitting ABSIN messageRP>* RXis
power consumed by noddo receive that message, afi@®S denotes the time required

to send and receive ADBANN message during sessign

Next, we calculate the energy consumed by all source nodegariemit data in ses-
sion j, if out of x nodesy nodes have been successfully allocated time slotslﬂgD%his

determined as:

i o
Eoy = Z P Tk TCS (4.20)
i=

here,k are number of data slots arﬁ{?Tj is power consumed in transmitting data by

source nodein session;.

Energy consumed by a CH in receiving all data pack@g.DnTj), from source nodes

during same session is computed as:

Eg =P sk« TOS (4.21)

wherePcE?,Rj is power consumed by CH in receiving data packets from allcsouandes

during sessiorj. Therefore, the overall energy consumption during sespi&rﬁtead{’ is:

EjSteady: ECP 4 EADS 4 gCAR | EDT) E?th (4.22)

If there aren steady state sessions in a round, then the total energy roealsduring
SSRESteady jg:
n
Steady__ Steady
E — JZlEj (4.23)

Total energy consumed in round of a clustBy4 ) is sum of energy consumed in SP

as well as in SSP and is computed as:

Etotal — ESetup_|_ ESteady (424)
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4.5. Simulation Analysis

Table 4.3: Simulation Parameters

Parameters BEST-MAC BMA-RR E-TDMA
Data rate (bps) 24000 24000 24000
control Packet Size (bits) 48 144 1

Control Slot Length (sec) 0.002 0.006 0.00004166
Data Slot Length (sec) 0.002 0.083 0.083
Transmitting Energy (nJ) 50 50 50
Receiving Energy (nJ) 50 50 50

Idle Energy (nJ) 5 5 5

4.5 Simulation Analysis

This section discusses the simulation analysis of our mepdBEST-MAC protocol in
contrast with conventional scheme such as E-TDMA [35] and BRRR [33]. As we dis-
cussed that our proposed BEST-MAC protocol improves thrpugiminimizes delay and
increases energy efficiency of the whole network. To evalaad validate the effective-
ness of the proposed BEST-MAC protocol, we compared througtgmergy efficiency
and delay with E-TDMA and BMA-RR in respect of varying prob#giand number of
sessions. During simulations, we considered a differemat setwork, off which one node
acts as CH and rest as member nodes. These nodes are deplayear@a of 106 100
meters. Probability? is set on the basis of nodes having data requests, thaHs; 0.1,
then only 10% member nodes are allowed to send data. Randentralfic is generated

by source nodes within the range of 175 Bytes to 2.85 KB.

Rest of the simulation parameters are shown in Table 4.3.

45.1 Transmitted Data

The transmitted data is calculated as the amount of datassitdly sent from source to

the destination node. Figure 4.6 and 4.7 show the tranghdtéa for varying probability
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4.5.2. Total Energy Consumption

(P) and sessions, respectively. It is evident from the reshls BEST-MAC transmits
more data as compared to E-TDMA and BMA-RR. In Fig. 4.6, proligbdf source
nodes are increased for 2 and 4 session, the results shQqBE®BT-MAC transmits more
data as of the other two MAC protocols when number of sourckesancreases in both
scenarios. It has been observed that BEST-MAC is unableniertvh more data, wheR
increases from 0.4 and 0.9 for 2 and 4 sessions, respectivelg is because, all of its
data slots are already occupied. In Fig. 4.7, performan®AS protocols is determined
for varying sessions with® = 0.4 andP = 0.6. This helpds in analyzing BEST-MAC
performance when amount of data required to send is lessthigaavailable number of
data slots. It is obvious from the results , BEST-MAC sendsrdwpiired data prior to
other two MAC protocols. Results further show that BEST-MA@nsmits more data as
of the other two MAC protocols during first 2 and 3 sessionsHet 0.4 andP = 0.6
respectively. However, when session increases from 3 and@4 and 0.6 probabilities,
then BMA-RR and BEST-MAC are unable to transmit further dataisT$ because of
source nodes have already sent their data, where as ETDM keetransmitting its data
as itis unable to transmit the same amount of data even irsésss It is evident from the
results that BEST-MAC perform better in transmitting moréadas of other two protocols

in each network size.

It is noticed that average improvement in transmitted dst&®BST-MAC is 10.1%
and 34.2% for 2 sessions and 9.5% and 15% for 4 sessions asuehtp BMA-RR and
ETDMA respectively, refer Fig. 4.6. This significant impesaent in transmitted data by
BEST-MAC is due to the selection of smaller data slots and @mgnting knapsack opti-
mization technique, which increase the link utilizatioysdecommodating different data
requirements effectively. Whereas, in other two convegtidiDMA based MAC proto-
cols, larger data slots are used that cannot accommodatévaddata traffic requirements

efficiently.

4.5.2 Total Energy Consumption

Energy consumption of sensor nodes effects the life cycle WISN. Total energy con-
sumption versus probability and sessions are shown in Fi§. aAd 4.9, respectively.
Figure 4.8 shows, that, when probability approaches to 8d30a6 for 2 and 4 sessions,
BEST-MAC consumes less amount of energy as of BMA-RR while traitisig same data
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Figure 4.6: Transmitted data versus Probabili) for 2 and 4 Sessions.
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Figure 4.8: Energy consumption of the network vergifor 2 and 4 Sessions.

traffic. AtP = 0.4 andP = 0.7 for 2 and 4 sessions, the energy consumption of both BEST-
MAC and BMA-RR are almost same. This is due to the fact that atdtsige BEST-MAC
transmitted more data as of BMA-RR. However, energy consumaidTDMA is less
than other two, This is because of transmitting less amduddta as compared to the other
two MAC protocols. The similar behavior is also observedio B.9. Here, BEST-MAC
conserve more than 5% energy while transmitting same anaiuwhdta as of BMA-RR.
However ETDMA follows the same trend as it consumes less ainafuenergy than the

other two protocols because of transmitting less amounéats.d

4.5.3 Transmission Delay

Transmission delay of a node is calculated from the time witete has a data request till
the time it sends all of its data to the destination succégstigure 4.10 and 4.11 show
the transmission delay vers&sand session, respectively. It is obvious from the results,
that BEST-MAC has significantly less transmission delay aBMA-RR and E-TDMA.
This is due to the implication of knapsack algorithm, whighgs in allowing more nodes
to transmit their data at once instead of transmitting ingarhis results in avoiding more

nodes to keep data in their buffer for longer time, as desdrib section 4.4.3. Smaller
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Figure 4.9: Energy consumption of the network versus sessionBfer0.4 and 06.

slot length further helps in improvement of the network giedes shown in Table 4.2.

The results in Fig. 4.10 show that average transmissiory délthe network is mini-
mized by BEST-MAC upto 57% and 77% for 2 sessions and 73% andf8i%session,
compared to BMA-RR and E-TDMA, respectively. Same patterniss abserved for

varying sessions as shown in Fig. 4.11.

4.6 Conclusion

In this work, we proposed TDMA based MAC protocol, calBEST— MAC, that adap-
tively handles the varying amount of data traffic by usingéanumber of small size data
slots. In addition, it implements Knapsack optimizatiochieique for better link utilization
as well as, to reduce node’s job completion time that regukgynificant improvement in
average packet delay of nodes. Energy consumption is atsomaed by reducing the con-
trol overhead by introducing a unique 1 byte short addressetatify the member nodes.
The performance of the proposed BEST-MAC protocol is congparigh the BMA-RR
and E-TDMA through simulations. It shows that BEST-MAC aek® more than 70%

and 80% efficiencey in data transmission delay and more th@ar®d 17% data is tran-
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mitted compared to BMA-RR and E-TDMA without compromizing egyeconsumption.
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Chapter 5

Improved superframe structure of IEEE

802.15.4 standard with Minimum Delay

and Maximum CFP Link Utilization for
WSNSs

5.1 Introduction

Wireless Sensor Networks (WSNs) have been main focus of gtebaarch community
due to its wide range of applications. The major applicaticeas of WSN include health-
care, military, environmental monitoring, civil enginewy, etc. [51]. WSN comprises
standalone, autonomous and tiny battery operated winetasss with limited energy, com-
putation, processing and communication capabilities s€lm@nstraints led the emergence
of new physical and Medium Access Control (MAC) stack namecdBB2.15.4 because
the existing communications stacks i.e. IEEE 802.11 and1®)2vere not designed to
function under these constraints. IEEE 802.15.4 standasl designed for Low Rate
Wireless Personal Area Network (LR-WPAN) applications wHewedata rate, higher re-
liability with less power consumption is required [52]. Téandard is suitable for fixed
as well as for low cost mobile wireless nodes with limitedt&at power with high relia-
bility [53].

In most of the applications the sensor nodes are intendepd@ate autonomously on
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— Active Period Inactive Period
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+——— Superframe Duration(SD) ———
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Figure 5.1: 802.15.4 Beacon enabled mode Superframe format.

the battery, therefore, the WSN protocols should be enefgyesft to prolong the node’s
life-time. The large proportion of battery consumption ieedo communication (trans-
mission and reception) over wireless radio component imtde. The MAC protocol is
responsible to control the radio transceiver and in 802, MAC layer keeps sensor nodes

in sleep state for more than 99% (0.1% duty cycle).

IEEE 802.15.4 operates at three different frequency bamds as 868MHz, 915MHz
and 2.4GHz and works either inBeaconenabled oMNon-Beacorenabled mode. The
Beacon enabled mode is divided into two main secti@asive and inactive period, as
shown in Fig. 5.1. All WSN nodes communicate during activequeand remain in sleep
mode during later inactive period to conserve energy. Theeperiod of Beacon enabled
mode consists of Contention Access Period (CAP) and optionatetition Free Period
(CFP). Each Superframe in this mode is divided in to 16 equedtdn time slots. One
or more slots are reserved for the Beacon frame becauseetssiy vary due to number
of remaining data frames for the associated nodes. The Bdemuoe is generated by the
PAN coordinator and contains information about frame $tn&; next Beacon, network,

and pending messages.

The CAP consists of maximum 16 or minimum 9 slots. In CAP, nodegend to ac-
cess medium by following the slotted CSMA/CA mechanism [54).tte other hand, the
maximum number of slots in CFP can be up to 7 and are know as @eachTime Slots
(GTS). Nodes having critical data requests are allocatesr&ueed Time Slot (GTS) by
the coordinator. The nodes that are allocated GTS can @kptarry out communication
during their allocated period to the PAN coordinator. Alsearch related to maximize

the throughput and reduce communication delay of the treffl€FP consider the above
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mentioned scenario mentioned in the 802.15.4. standatd fsRvever, this standard has

some limitations for GTS allocations.

1. The cumulative delay from GTS allocation till transfagiof data causes a signifi-

cant delay, which is in appropriate for time sensitive WSNIligpgions.

2. Due to limited number of CAP time slots maximum 7 nodes caalloeated GTS.

In this work, we propose an efficient superframe structureBfi?.15.4 that is back-
ward compatible with the original standard and comparedth the current superframe
structure. This new superframe structure significantlyimires the delay and can as-
sign GTS slots up to 14 nodes without compromising the CFPtidaraThe proposed
Superframe structure is suitable to support communicatidinin the medium size Per-
sonal Area Networks (PANs). The medium size PAN scenariotago more than 7 nodes
in the PAN. Examples of PAN scenarios include home automatimlustrial monitoring,

hospital storage or ward monitoring, structural monitgrietc.

5.1.1 Major Contributions

The major contributions of our proposed MAC frame are a®fod:

e An efficient super-frame structure where CFP precedes the ®@Aieh has never

been proposed earlier.
e Delay of GTS traffic is minimized due to this superframe dince.

e GTS utilization has also been improved by reducing the CFPsgte to its half as
of the original IEEE 802.15.4 standard. This also accomnesdaore number of

GTS requesting nodes as compared to existing standard.

e Our proposed superframe format is fully compatible with EBEE 802.15.4 stan-
dard.

Rest of the chapter is organized in the following manner: i8e8d&.2 highlights the
previous work by different authors followed by the overvieiNEEE 802.15.4 standard in

section 5.3. Section 5.4 briefly discusses the proposedrBape format along with the
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necessary modifications in the Beacon frame fields. The noalestimators for delay
and link utilization for the proposed Superframe formatas® presented in this section.
Numerical results of our proposed scheme are compared wétbriginal IEEE 802.15.4

Beacon enabled mode in Section 5.5. In last, Section 5.6 edeslthe chapter.

5.2 Related Work

The performance analysis of IEEE 802.15.4 standard inréiffiprospects is under many
research studies. These research studies include perfoerp&CAP as well as CFP. Some
interesting algorithms have also been proposed by diftessmearchers to improve the ef-
ficiency in terms of power consumption, better link utilipait and delay minimization.

Valero et al. [59] propose an incrementally deployable gynefficient scheme based on
IEEE 802.15.4 standard for better energy conservatiordOh Li et al. introduce a novel

approach by utilizing a synchronous low power listeninghtegue in order to minimize

power consumption. In [60], Kajima and Harada address tivepwastage issue in Super-
frame structure due to periodic transmission and intro@uiten off beacon employment.
In it, authors optimize the allocated active period by pipg a dynamic re-association

procedure for energy conservation.

The standard is widely used in health care systems wherat@oaBervice (QoS) is
to minimize the delay for emergency messages. In [61] [62], [@uthors address the delay
minimization problems by proposing different ideas dui@@P, whereas improvement in
GTS mechanism are proposed in [58] [38] [64]. Kobayashi angliy®ira [61] optimize
traditional CSMA/CA mechnism and propose a timing group divismethod for faster
communication by minimizing delays. Khan et al. [62] exk8bQ0S improvement in
IEEE 802.15.4 standard in terms of decrease in latency.€elthegelopments are achieved
by adopting an improved Binary Exponential Backoff algorithmiich avoids collision.
In [63], a backofff control mechanism is introduced for ¢erdbased WSN. Authors claim
that, the scheme not only minimize the delay but also immadbe throughput of the

system.

Chen et al. [58] introduces Explicit GTS Sharing and AllocatScheme (EGSA) for
real time communication applications, where tighter dédaynds are required. A multi-

hop communication scheme in GTS mechanism of IEEE 802.1&nbtlard is proposed
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in [37], which follows superframe structure and claim forcoEase in delay and better
packet delivery ratio as of the standard. An Unbalanced Gli&®#tion Scheme (UGAS)
is proposed in [38]. In this scheme, Link utilization is ieesed by introducing differ-
ent duration time slots for different bandwidth requiretserAuthors claim that UGAS
improves the bandwidth utilization by 30% as of the stand@edg Xia et al [39] pro-
pose Adaptive and Real-Time GTS Allocation Scheme (ART-Gid&¥uch applications,
where time sensitive and high-traffic is required and corbfsatvith IEEE 802.15.4 stan-
dard. Authors claim that proposed scheme increases themidthdutilization as of the
standard. In [64], authors develop an admission controkahdduling algorithm for body

area network and claim for 100% compliance in time constsain

Many solutions have been proposed to efficiently allocat& GIbts to the requesting
nodes [55] [56]. These schemes try to improve QoS in LR-WPANmmizing delay,
increasing throughput and allocating CFP slots to more numbeodes than the prede-
fined limit in the standard [57] [58]. However, most of thepoeis work follow the same
superframe structure of 802.15.4 standard and just tryctease or shrink the size of GTS
area or slots to optimize the GTS utilization. In result,sgchemes fail to minimize the
delay of GTS traffic due to intrinsic gap of CAP between Beacahtae CFP. Similarly,
most of the schemes compromise the CFP duration to increas&Ti® efficiency. In
this work, we made the link utilization and delay comparisbour proposed superframe

structure with the superframe structure of the currentdgteshin multiple scenarios.

5.3 I|IEEE 802.15.4 standard overview

Institute of Electrical and Electronic Engineering (IEEialized 802.15.4 standard for
low rate, low power and low cost, wireless personal area ot\(Lo-WPAN). The stan-
dard operates in three different frequency bands such adl888915MHz and 2400MHz.
868Mhz and 915MHz use BPSK modulation scheme, however 24G0Mid O-QPSK
modulation scheme with data rates of 20Kbps, 40Kbps and BpSKespectively. These
frequency bands with their respective data rates are shotable 5.1. In each frequency

band, standard offers non-beacon enabled mode and beaaiole@mode.

During non-beacon enabled mode, nodes follow unslotted C&MAnechanism in

order to access the channel, however superframe strusturgaduced | beacon enabled
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Table 5.1: Frequency Bands with Data Rate

Frequency Modulation | Symbols /| Bits /| Symbol Dura-| Data rate
Band (MHz) | Scheme sec symbol tion (sec) (bits/sec)
868 - 868.6 BPSK 20000 1 50*e-6 20000

902 - 928 BPSK 40000 1 25*e-6 40000

2400 - 2483.5| O-QPSK 62500 4 16*e-6 250000

mode. Beacon enabled mode consists of active period and amalpin-active period.

Active period also known as Superframe Duration (SD) cosgdf 16 equal sized time
slots. SD initiates with beacon frame generated by the ¢oatal followed by Contention
Access Period (CAP) and optional Contention Free Period (OB&).of these 16 time
slots, minimum 9 time slots are reserved for beacon frameC#f and maximum 7 slots

can be allocated for CFP.

Beacon frame is used for synchronization and possess threnafion of arrival of next
beacon frame. Duration from start of current beacon fraththé arrival of next beacon

is known as Beacon Interval and can be calculated by equatlon 5

Bl = 960x 25° (5.1)

During CAP, all nodes contend to access the medium by follgwlotted CSMA/CA
mechanism in order to send their request to the coordin&taring CFP, TDMA based
Guaranteed Time Slots (GTS) are allocated to nodes for tensitive data transmission.

In this work, we focus on GTS allocation mechanism.

In IEEE 802.15.4 standard, nodes requiring certain bantiwid order to transmit
their data, send GTS request commands to coordinator d@#ig Coordinator upon
receiving all these requests decides about the allocafi@¥B slots to requesting nodes
on first come first serve basis. If available CFP slots remas tlean the requesting slots
by a node then that CFP slots are not assigned to that nodeagorequested GTS are
allocated to the requesting nodes. Coordinator take caatsdatocated GTS would not
reduce the CAP length fromMinCAPLengtlvalue. Coordinator informs about successful

slots allocation in the GTS descriptor field available intiexacon frame and nodes can
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send their data by using these GTS in the following supemram

Delay of a node is calculated, when a node has a data to sétigketiime when it
successfully transmit its information to the coordinatArnoticeable delay is observed,
when a node generates GTS request till the allocation of i2 €l6ts. This delay in most
of the cases longer than the Beacon Interval. This delay begoore prominent when
value of BO increases, which is not affordable for time caitiapplications. During a
PAN, maximum 7 CFP slots can be allocated for GTS allocatidnghvare insufficient as
PAN size increases. At the same time, these limited 7 sletsatrefficiently utilized due
to varying data traffic. The slot utilization inefficiencyes with the increase in slot size.
These limitations in the existing standard regarding GT&ation have been improved in

this work.

5.4 Proposed MAC Protocol for WSN

In this section we discuss the novel MAC protocol for WSN. Boperframeormat of
the proposed MAC protocol is shown in Fig. 5.2. It shows that€FP starts immediately
after Beacon frame and followed by the CAP. However, when tieer® GTS request
then CAP will commence right after Beacon frame. Though maxinduration of CFP in
superframe is same as of IEEE 802.15.4 standard howevenmmaxnumber of CFP slots
have been extended to 14 equal slots instead of 7 maximusget in IEEE 802.15.4
standard. Each of the CFP slots is exactly one half duraticgheofCAP slot. The main
advantage behind this scheme is to minimize unnecessay fialed by nodes that com-
municate during GTS due to presence of CAP between Beacon a8dI6addition, it
further increases the efficiency in terms of throughput. dbieve this superframe for-
mat and compatibility with the existing 802.15.4 standavd,proposed some changes in

parameters of the existing standard.

In our proposed scheme, superframe slots are of two dusatsbot duration in CAP
is same as computed by SO in the existing standard and CFRz&as £xactly one half
of the CAP. The superframe contains minimum 9 CAP slots andmaxi 14 CFP slots
excluding the Beacon frame. This exclusion of Beacon framehelp without compro-
mising theaminCAPIlengttparameter as the minimum CAP length will never be less than

540 Symbols. The superframe duration (SD) depends uporathe of superframe order
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| —— Active Period > Inactive Period
Original CFP Slots —>|

0|1[2]3|4]5]6

Contention Access period
(CFP) (CAP)

Beacon IEZ
Beacon

0|1(2|3|4 5|6 718 91011'1213
< Proposed CFP Slots 7>

4— Superframe Duration = Beacon + ( 960 x 230) —)

Superframe Order (SO)=0<SO<BO <14
Beacon Order(BO) = 0 < BO < 14, If BO=15, there will be no beacon.
Duty Cycle = (5 + (960 * 259)) / (5 + (960 * 25°)), where § is Beacon Duration in Symbols.

Beacon Interval =5 +(960 x 2Bo)

Figure 5.2: Proposed Superframe Format.

(SO), aNumSuperframeSlot (NSS) and aBaseSlotDuration (BSD)

SD= 5+ (NSSx BSDx 25°) (5.2)

where, NSS = 16, SO ranges between 0 and Beacon Order (BG3O< BO. BSD in

above expression is computed as:

BSD= 3 x aUnitBackof f Period (5.3)

Default value ofaUnitBackoffPeriods 20 Symbols. The Beacon Duration in symbdas,
in Eq. (5.2) is computed as:

0= (Mm+3xn) x 2(Symbol$ (5.4)
Bl = 5+ (NSSx BSDx 28°) (5.5)
DC = SD/BI (5.6)

Time duration of the next Beacon arri@eacoRat) is calculated since the expiry of

current Beacon and is computed by knowing the value of BO thrdoidpwing formula.
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Vi

Beacon Frame

Byte(s)
2 1 2 2/8 2 Variable Variable Variable 2
Control | Beacon | Source | Source |Superframe . Pending Beacon
(a) Frame [Seq.No.| PAN ID | Address Specs GTSTFIeId Address Field | Payload FCS
| Superframe Specifications Field | —
L > L &
) ] g B
Pt IS 5 o=
gs & zg gt
Beacon Order Superframe order Final CFP Slot Slﬁ e EO 2&
(b) bo - bs bs - by bg - b1 biz | bis | bu | bis

b4 = 1 »Beacon transmitted by PAN Coordinator.
b4 = 0 =»Beacon transmitted by Coordinator.

b1s =1 =»PAN coordinator accepted association.
b4s =0 =»PAN coordinator did not accept association.

Vi ] R
GTS Field

Byte(s) 4 2 3

GTS Specification GTS Direction GTS List

(c)

by ~ bz = GTS Descriptor Count
(Max. value is 14)

bo,~ b1z = GTS Direction Mask bo ~bss = Device short address

bs ~ bg = Reserved

(0 = Transmit | 1 &> Receive)

b15 ~ b19 =GTS Starting Slot

b, bis = Reserved b ~ b2z = GTS Length

b7 = GTS Permit

Figure 5.3: Proposed Superframe Format.

BeacoRiart = NSSx BSDx 28° (5.7)

Nodes compute the beginning of CARARstart) by multiplying each CFP slot duration
with number of CFP slotéNcep) mentioned in Final CAP Slot of Superframe Specifica-

tion Field by following formula.

CARstart = 15x 2591 5 Nopp (5.8)

To achieve the proposed Superframe format, the Beacon fram&f along with the
Superframe SpecificatiaandGTS field$has been modified and are shown in Fig. 5.3(a),

5.3(b) and 5.3(c), respectively.

Bits (bg to by1) in Superframe specificatidield represent th&inal CFP Slot which
indicate the start of the CAP. However, in the original 8024 1dandard these bits express

the Final CAP Slot Similarly in GTS Filed, we extended tH@TS Directionfield to 2

85



5.4.1. Delay calculation

bytes to augment 14 slots in CFP periodNHpsis the number of bits can be transmitted
during each CFP slot and is the data required to be sent, then each GTS requesting
node calculates the number of CFP slNts:sin order to send bits of data in proposed

scenario by following formula.

(Norg) = [ D } (5.9)

Np ps

Where,Nyps for 2400MHz is 15x 2503,

5.4.1 Delay calculation

Transmission delay of a node is calculated when a node hastalaend till the end of
CFP slot where it successfully sends its data to PAN cooradiinAtnode i has datB; just
at the beginning of the Beacon frame, its time required to detapts transmission by the

end of the allocated GTS is calculated as;

b=i
Di =BI+(Y Kpxts) (5.10)
b=1

Here,
D; = Time required to send data by node i,
Kp = Number of slots allocated to node i and its preceding nodes

ts = Duration in seconds of each CFP slot, which is a multiple ohber of symbols
per slot in proposed modéNspsp and time required in seconds for each symftg)) as

shown in equation 5.11.

tS: Nspspx tes (511)

Here,
Nspsp: 15X 280-’_1
teS: 16>< 6_6

If p nodes have been successfully assigned GTS then total dethg oetwork is

calculated as
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i=p b=i
Dp.max= Bl + Kp X tg 5.12
- i;[ (b; b X ts)] (5.12)

However, in the current IEEE802.15.4 standard, Delay ofdends calculated as

b=i

D; :BI’+SU—(Z Kp_1 X to) (5.13)
b=1
Here,
Bl’ = 960x 2BO
SD = 960x 25°

to = Duration in seconds of each CFP slot, which is a multiple of beimof symbols
per slot in current standar@spsg and time required in seconds for each symfg) as

shown in equation 5.14

to = Nspsox tes (514)

where Nspsofor all frequency bands is 16 250+2,

If p nodes have been successfully assigned GTS, then total dethg network in

current standard is calculated as

i=p b=i
Do_max= Zl[(Bl/JFSU)i - Z Kp_1 xts] (5.15)
i= b=1

5.4.2 Link Utilization

It has been observed that significant amount of bandwidthaisted during CFP. This
wastage becomes more significant as CFP slot size increasasrBgsing CFP slots will
help in accommodate data in an efficient manneb;lfiata is required to be sent by node
i then time required to transmit this ddtgto PAN coordinator is estimated as:

Di

'[i:C

(5.16)

HereC is the data rate through which node communicat&; I the number of CFP slots

required to sen®; data, then it is computed as
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Nbps
If a nodei requiresK; slots in transmitting its dat@; to PAN-coordinator then link utiliza-

Ki (5.17)

tion (U;) for nodei is calculated as:

- K| X ts

Ui (5.18)

If p nodes are successfully allocated CFP slots, then the litikation, Ucgp, for p

nodes is computed as:

p t:
Ucpp = ! 5.19
CEP i; Kot (5.19)

However, link utilization of same noddor current standard),,, is calculated as:

ti
U, =
o Ko X to

herek, is number of CFP slots required to send data during CFP in dustandard. If

(5.20)

g nodes have been successfully assigned CFP slots, then iizktidn Ucgp, during a

specific Bl is calculated as:
q t:
Uckp, = : 5.21
CFR, i; Kot (5.21)

5.5 Numerical Analysis and Discussion

In order to evaluate our proposed scheme with the existigdsird, a simulation envi-
ronment is created with multiple nodes with varying dat#fitdrom 10 to 180 Bytes is
considered. The effects of different values of BO and SO patars on performance of
CFP are analyzed. For better comparison of our proposed schéimthe original stan-
dard, we have analyzed our proposed Superframe structdiarent prospects including

delay calculations, link utilization and slot(s) allo@atito GTS requesting nodes.
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5.5.1 Delay Analysis

Figures 5.4, 5.5 and 5.6 show the average delay for 868MHzM®8z and 2400Mhz
frequency bands respectively and is calculated for varfi@gagainst all possible values

of SO as follows:

5 880 Dp.maxso
NBo = BO where BO=0..10 (5.22)

It is evident from the results that average delay rises wighincrease in BO in current
and proposed scenarios. It has also been observed from nbmdés that the average
delay increases gradually as frequency band decreasesyéioratio of the delay between

current and proposed schemes for all BO values remain alnmoais

The average delay is computed for the data packet of 125 .byResult shows that
average delay of the network in proposed scheme is exceafiyidretter than the original
standard. This improvement is only because node(s) doges)ait for the whole CAP pe-
riod after successful assignment of the GTS in our proposkemnse. The detailed results
of delay for fixed BO and varying SO are also analyzed. Figurgs®%8 and 5.9 show the
delay for 868MHz, 915MHz and 2400MHz frequency bands, waemach figure com-
prises of four parts as a,b,c and d and these sub figures anenghdelay for varying
values of SO and the fixed value of BO that is 10, 8, 6, and 4, otspdy. It is obvious
from this detailed delay analysis that our scheme has catipaly very less delay than

the original standard in all three frequency bands.

Figures 5.10, 5.11 and 5.12 represent, how the delay hasrbdeoed by calculating
the difference between average delay of both the proposgdrginal standard for dif-
ferent values of BO ranges from 0 to 10. This average delaylcleged by summing
up the delay for each SO value and then dividing it by the nunab&O in that range.
The difference between the delay experienced by the otigtaadard and the proposed
scheme is clearly evident from these figures. It has also bbsearved from the results
that these differences in delay increase as BO range ince@bes is due to the fact that
larger value of BO causes increase in slot duration and coesdlyy node/s has/have to
wait for longer duration during CAP in the current standarteveas the same is avoided

in the proposed scheme by moving GTS immediately after beiame.
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Figure 5.5: Average delaygo vs BO where 6< BO < 10 and 0< SO< BOin 915MHz

5.5.2 Link Utilization

Link utilization is calculated by finding the total usage vhaiable GTS space against total
allocated GTS in the Superframe. Figures 5.13, 5.14 and $ha® the link utilization
against varying data traffic for different values of SO foBBB1z, 915Mhz and 2400MHz
frequency bands respectively. There are 14 nodes and #dupiest data size varies from

10 to 180 bytes per node. The results show that link utilimaimproves in the proposed
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Figure 5.7: Average delay vs varying SO in 868MHz

standard for different values of SO. This increase in linkaattion in the proposed scheme

is due to the allocation of smaller time slots of CFP to each @&Ifiesting node, which

avoids link wastage. It has been noticed that link util@atincreases at an average of
6.9%, 6.4% and 29.3% for both 868MHz and 915MHz frequencylbamd 6.5%, 29.3%
and 100% for 2400MHz frequency band for SO of 0,2 and 4 re@det
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Figure 5.9: Average delay vs varying SO in 2400MHz

5.5.3 GTS allocation nodes

It has been observed that increas&@value causes longer slot duration and each slot that
can accommodate large data traffic. In our proposed modélFRislots of shorter dura-
tion can manage sufficient amount of data and in responsentartan maximum number
of nodes. Figures 5.16, 5.17 and 5.18 show assignment of Gm&des during 868MHz,
915Mhz and 2400MHz frequency bands. Itis evident from tiselts that proposed model
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Figure 5.10: Difference in average delay for varying BO in 868MHz
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Figure 5.11: Difference in average delay for varying BO in 915MHz

can assign GTSs to large number of nodes as of the originadatd. AsSOincreases,

each node is assigned one slot and hence maximum of 14 naués entertained as of
the original standard where only 7 nodes can be entertametthé same data traffic for
each node. Similarly, for the smaller values of SO and laajerae of data requests from
the nodes, our proposed scheme entertains equal or moreenwibodes compared to

the original standard in all frequency bands.
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5.6 Conclusion

In this chapter, we proposed an efficient Superframe stred¢tw IEEE802.15.4 standard.

The Beacon frame format along with all suitable parameteatsis proposed to prove that

the our Superframe structure is backward compatible wighctirrent standard with very

minor modifications. The analytical results show that thip&frame format improves
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Figure 5.15: Link Utilization of nodes vs varying data request in 2400MHz

delay, accommodates more number of nodes and better siiheeCFP slots compared to

the original 802.15.4 standard in all three frequency bands
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5.6. Conclusion
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Chapter 6

Conclusions and Future Work

In this chapter, an overall conclusion of the research werkresented. In this work
we have introduced two new TDMA based MAC protocols and sstggean efficiency
enhancement in IEEE 802.15.4 standard. Main aim of these facols is to enhance

the link utilization in addition to delay minimization.

Two TDMA based MAC protocol8S— MAC in chapter 3 an®BEST— MAC in chap-
ter 4 are proposed in this work. Both of them are bit map assiSRMA based MAC
protocols that adaptively handles the varying amount o taffic by using large number

of small size data slots.

In BS-MAC, Shortest Job First algorithm is implemented to mize a node’s job
completion time and also to enhance the link utilization fué hetwork. Energy con-
sumption in BS-MAC is minimized by introducing the 1 byte ghatdress instead of 8
bytes extended address to identify the member nodes. Therpance of the proposed
BS-MAC protocol is compared with the BMA-RR and E-TDMA througmalations. It
shows that BS-MAC achieves more than 70% and 80% efficiencgti tlansmission de-
lay and more than 3% and 17% data is transmitted compared to-BR®RAand E-TDMA

without compromising energy consumption.

In BEST— MAC, Knapsack optimization technique is introduced for bditdrutiliza-
tion as well as to reduce node’s job completion time thatltegusignificant improvement
in average packet delay of nodes. Scalability is introduneBEST— MAC so that new
node may become a part of the networks during steady statephiaich was not pos-

sible in previous TDMA based MAC protocols. Energy consuompis also minimized
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by reducing the control overhead by introducing a uniquetg Bhort address to identify
the member nodes. The performance of the proposed BEST-M&iGqui is again com-
pared with the BMA-RR and E-TDMA. The simulations verifies tB&ST-MAC achieves
more than 60% and 70% efficiency in data transmission deldyrare than 7% and 17%
data is transmitted compared to BMA-RR and E-TDMA without coompising energy

consumption.

In chapter 5, improvements in Superframe structure for IBBE.15.4 standard are
suggested to minimize the delay of all data requesting nedes have been assigned
GTS. In the proposed scheme, CFP slots are doubled not onlgctmranodate more
data requesting nodes but also to improve the link utilaratiAll of these improvements
are without compromising the addition of existing parametd&he Beacon frame format
along with all suitable parameters are also suggested acdstied to prove that the our
Superframe structure is backward compatible with the cairséandard with very minor
modifications. The analytical results show that this Supere format improves delay,
accommodates more number of nodes and better utilizes thesloEPcompared to the

original 802.15.4 standard in all three frequency bands.
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